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Preface 
 

This book contains the papers presented at the Eighth CVC Workshop on 
Computer Vision Trends and Challenges (CVCR&D'2013). The workshop was held at 
the Computer Vision Center (Universitat Autònoma de Barcelona), the October 25th, 
2013. The CVC workshops provide an excellent opportunity for young researchers and 
project engineers to share new ideas and knowledge about the progress of their work, 
and also, to discuss about challenges and future perspectives. In addition, the workshop 
is the welcome event for new people that recently have joined the institute. 
 

The program of CVCR&D is organized in a single-track single-day workshop. It 
comprises several sessions dedicated to specific topics. For each session, a doctor 
working on the topic introduces the general research lines. The PhD students expose 
their specific research. A poster session will be held for open questions. Session topics 
cover the current research lines and development projects of the CVC: Medical 
Imaging, Medical Imaging, Color & Texture Analysis, Object Recognition, Image 
Sequence Evaluation, Advanced Driver Assistance Systems, Machine Vision, 
Document Analysis, Pattern Recognition and Applications. We want to thank all paper 
authors and Program Committee members. Their contribution shows that the CVC has a 
dynamic, active, and promising scientific community. 
 

We hope you all enjoy this Eighth workshop and we are looking forward to 
meeting you and new people next year in the Ninth CVCR&D. 
 

 
 
 
 

Bellaterra, October 2013 
 

Jorge Bernal and David Vázquez 
Workshops General Chairs 

 

 
 
 



ii 
 

Proceedings of the Eighth CVC Workshop on  
Computer Vision Trends and Challenges 

CVCR&D 2013 

 
 

Workshop Organization 
 

 
GENERAL CHAIRS 
 

Bernal, Jorge 
Vázquez, David 
 
ORGANIZATION COMMITTEE 
 

Lladós, Josep 
Vilariño, Fernando 
Culleré, Montse 
Martín, Mireia 
Rionegro, Raquel 
 

 
 
 
 
 

PROGRAM COMMITTEE 
 

Amato, Ariel 
Bagdanov, Andrew  
Benavente, Robert 
Diaz, Katerine 
Escalera, Sergio 
Fornés, Alicia 
Gil, Debora 
Gonfaus, Josep Mª 
Gonzàlez, Jordi 
Hernàndez, Aura 
Igual, Laura 
Karatzas, Dimosthenis 
López, Antonio 
Lumbreras, Felipe 
Mas, Joan 

Masip, David 
Otazu, Xavier 
Pàrraga, Alejandro 
Ponsa, Daniel 
Raducanu, Bogdan 
Rusiñol, Marçal 
Sabate, Anna 
Sánchez, Gemma 
Sánchez, Javier 
Sappa, Angel 
Valveny, Ernest 
van de Weijer, Joost 
Vanrell, Mari 
Vazquez, Javier 
Vitrià, Jordi 

 
 
 
 
 
 

 
 
 
 



iii 
 

Table of Contents 
 
 
 
Preface  ..................................................................................................................... i 
Workshop Commitees .............................................................................................. ii 
 
 
1. Document Analysis 
 
Fast Structural Matching for Document Image Retrieval through  
Spatial Database ...................................................................................................... 1 
H. Gao 
 
Language models for handwriting recognition ........................................................ 2 
N.Cirera 
 
Probabilistic Graphical Models for Layout Analysis .............................................. 3 
F.Cruz 
 
New advances on structural floor plan interpretation .............................................. 5 
Ll.P. de las Heras 
 
Towards a Real Time Robust Scene Text Detection Method based in  
Perceptual Organization .......................................................................................... 7 
Ll. Gómez 
 
 
2. Advanced Driver Assistance Systems 
 
Domain Adaptation for Pedestrian Detection .......................................................... 9 
J. Xu 
 
Live and Semantic 3D Maps for Autonomous Driving Scenarios ........................ 10 
G.Ros 
 
Spatiotemporal Information for Pedestrian Detection ........................................... 12 
A. González 
 
Detecting pedestrians in multi-spectral images ..................................................... 14 
Y. Socarrás 
 
Efficient Semantic Segmentation and Application for Scene Understanding ....... 16 
S. Ramos 
 
 
 



iv 
 

3. Pattern Recognition and Computer Vision Methods 
 
More accurate and enduring calibration for webcam based eye-trackers ............. 18 
O. Ferhat 
 
Depth-based Multi-part Body Segmentation ......................................................... 19 
M. Madadi 
 
Fast face and eye centre detection in still images .................................................. 21 
M. Oliu 
 
Tri-modal Human Body Segmentation ................................................................. 23 
C. Palmero 
 
Intrinsic Image Characterization and Evaluation .................................................. 26 
M. Serra 
 
RGB vs. Depth: Human Pose Recovery and Gesture Recognition ....................... 28 
A. Hernández-Vela 
 
Human Body Pose Estimation Using Deformable Part-Based Models ................. 30 
M. Aghaei 
 
Cast Shadows and Self Shadows detection in Natural Images .............................. 32 
M.dC.Davesa 
 
Performance Analysis of Optical Flow in the Absence of Ground Truth ............. 34 
P. Márquez-Valle 
 
Mid-level descriptors for object representation: stability and centrality ............... 36 
E. Zaytseva 
 
Error-Correcting Output Codes and Graph Cuts Optimization for Human 
Segmentation in Still Images ................................................................................. 38 
D. Sánchez 
 
4. Medical Image Analysis 
 
Towards automatic colonoscopy quality assessment: Vascular content 
characterization ...................................................................................................... 40 
J.M. Núñez 
 
Medical image sequence analysis by means of novel method for simultaneous 
registration and modeling ...................................................................................... 42 
S. Petkov 
 
Towards airway characterization in respiratory endoscopy .................................. 43 
C. Sánchez 



v 
 

 
5. MSc’s Thesis  
 
Artistic Heritage Motive Retrieval ........................................................................ 45 
F. Brughi 
 
Exploring low-level vision models. Case study: saliency prediction. ................... 47 
I. Rafegas 
 
Probabilistic Models for 3D Urban Scene Understanding .................................... 49 
P. Ravishankar 
 
 
5. Recent and Upcoming PhD’s Thesis  
 
Multiple Cues Integration for Query-by-String Word Spotting ............................ 51 
D. Aldavert 
 
Looking at Faces: Detection, Tracking and Pose Estimation ................................ 52 
M. Al Haj 
 
Handwritten Word Spotting .................................................................................. 54 
J. Almazán 
 
Polyp Localization and Segmentation in Colonoscopy Images by Means of  
a Model of Appearance for Polyps ........................................................................ 56 
J. Bernal 
 
Model free approach to human action recognition ................................................ 58 
B. Chakraborty 
 
Contributions to the Intestinal Motility Analysis by means of Wireless Capsule 
Endoscopy ............................................................................................................. 60 
M. Drozdzal 
 
Symbol spotting in graphical documents with serialized subgraph hashing ......... 62 
A. Dutta 
 
Word Spotting in Historical Handwritten Documents .......................................... 63 
D. Fernández 
 
Towards Deep Image Understanding: From pixels to semantics .......................... 65 
J.M. Gonfaus 
 
3D Motion Data aided Human Action Recognition and Pose Estimation ............ 67 
W. Gong 
 
Static and dynamic tumor quantification in whole body PET scans ..................... 69 
F. Sampedro 



vi 
 

 
Domain Adaptation of Virtual and Real Worlds for Pedestrian Detection ........... 71 
D. Vázquez 
 
Author Index .......................................................................................................... 74 
 
 
 
 
 
 
 
 



Fast Structural Matching for Document Image Retrieval through
Spatial Database

Hongxing Gao
Advisor: Marçal Rusiñol, Dimosthenis Karatzas,Josep Lladós

Computer Vision Center & Computer Science Department at Universitat Autonoma de Barcelona
E-mail:hongxing@cvc.uab.es

Keywords: Document image retrieval, distance
transform MSER,spatial database,large dataset

1 Summary of Previous and Cur-
rent Work

We proposed distance transform based MSER
(DTMSER) for document images that extracts multi-
level semantical key-regions which basically corre-
sponding to letters, words, paragraphs and columns.
Meanwhile, DTMSER efficiently compute the hier-
archy of the key-regions defining how letter-regions
merge to be words regions and words to paragraphs.
The comparison of DTMSER and other detectors like
MSER, SIFT could be found in [1].

Another issue for structural document image re-
trieval is how to evaluate the similarity between the
key-regions trees whose branches carry contain re-
lations. On the other hand, spatial database holds ad-
vanced techniques for dealing with such spatial re-
lations. Consequently, we propose spatial indexing
framework as showed in Figure 1. SIFT is employed
to compute feature and k-means is performed for
quantization. Afterwards, spatial database stores the
quantized key-region and builds spatial index. Dur-
ing query time, we decompose the key-region tree as
a list of pairs which is then used to retrieve all the
pairs that hold the same property(label and contain
relation) . Voting process based on RANSAC is then
performed. The paper on this idea is in preparation.

2 Future Work and Challenges

Future works may fall into querying more de-
tailed spatial relation like ’overlap’ ’neighboring’ or
’left/right of’ rather than ’contains’ only. Another
possible further research is improving the consis-

tence of DTMSER detector and generalize the frame-
work to part-based document image analysis.

DTMSER Detection

SIFT Description

Hierarchical Quantization

Spatial Databse
Feature Extraction

Structural Indexing

Pair lists

A-B
B-C
B-D

B-E

A

B

C D E

Doc1 A-B
Doc1 B-C
Doc1 B-C

Doci B-E

Database Indexing

Structural Querying

Document

Retrieval

Figure 1: Example of graphical representation of the
presented methodology.

Publications

[1] H.Gao, M.Rusiñol, D.Karatzas, J.Lladós, T.Sato,
M.Iwamura and K.Kise, Key-region Detection
for Document Images–Application to Admin-
istrative Document Retrieval. In 12th Interna-
tional Conference on Document Analysis and
Recognition, 230-234, 2013.

Hongxing Gao received his B.S.
degree in Automation from Shan-
dong University of Science and
Technology, Shandong, China, in
2008. He received his M.S. de-
gree in 2011 from East China
University of Science and Tech-

nology, Shanghai, China. And he is currently a Ph.D.
Candidate in the Department of Computer Science
at the Universitat Autonoma de Barcelona. His re-
search interests are in the areas of structure extrac-
tion for document image, feature detection and de-
scription, structural image retrieval, spatial indexing.
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Language models for handwriting recognition

Núria Cirera Turigues
Advisor: Alicia Fornés, Josep Lladós

Computer Vision Center & Computer Science Department at Universitat Autonoma de Barcelona
E-mail: {ncirera,afornes,josep}@cvc.uab.cat

Keywords: Language Models, Handwriting
Recognition, Document Analysis, Pattern Recogni-
tion

1 Summary of Previous and Cur-
rent Work

Since I joined CVC as a PhD student I have been
working on the development of language models for
syntactically structured documents. The project I am
involved with partially aims to transcribe the hand-
written content of certain historical documents. Rec-
ognizing an out-of-vocabulary (OOV) word, this is a
word that is not present in the training set, is not a
triviality. This is illustrated in Figure 1.

We proposed a language model composed by a
regular grammar (which adds syntactic structure to
the recognition) that includes the option of recog-
nizing a word letter by letter, based on character
bi-gram probabilities estimated on the training set.
This means that we restrain the recognition to fulfil
a syntactic structure while in certain syntactic cate-
gories we can recognize OOV words by recognizing
its characters. This work was published in [1].

In the same research direction, I am currently im-
proving this proposed language model and investi-
gating other ways to combine language models such
as stochastic grammars.

2 Future Work and Challenges

During my research I have learned that handwriting
recognition, independently of the recognition tech-
nique used, relies on the language model that we pro-
vide to the system as well as the quality of the charac-
ter modelling/generation. Based on this, I plan to re-
search on these two areas to obtain a better handwrit-
ing recognition system (better meaning faster and
more accurate).

Language model Handwriting recognition 

technique

???? Ignacio, president Rogue,

??????? members ??????????????

????????????????of????????????

??????????????????????????????

Zankyu Ignacio, president Rogue,
Diar ai iu si members, leidis an yenleman, 
Ai jaf de chans tu espik tu meny of yu in praivet converseisions, an olso 
in ar presenteisions in San Petesbur an in Losan. Ai mas sei ai laik tu 
continiu ar frenship, an frankly, ai don guon dis tu vi ar las chang tu 
espik tu ich odar. Soo let mi tel yu e litel mor abaut mai biutiful 
jomtaun: Madrit. Madrit is guan of de mos confortabel choarmin an 
invaitin citis in de guolt. ¡Jazz laik ol in espain! Madrit is an ameizin 
micher of tradizion. Yu can si, fil an tais de guaonder of espanish 
colchor, in Madrits parks, its fud, its arts an its arquitechtor. Perjaps, 

Figure 1: Representation of OOV words effect on
recognition if the language model can not deal with
this phenomena.

Publications

[1] Nuria Cirera, Alicia Fornes, Volkmar Frinken,
Josep Llados, Hybrid grammar language model
for handwritten historical documents recogni-
tion. 6th IbPRIA, Volume 7887, pages 117-124,
2013.

Núria Cirera Turigues re-
ceived her B.S. degrees in
Mathematics and in Statistics
from Autonomous University of
Barcelona, Barcelona, Catalunya,
in 2011. She received her M.S.
degree in 2012 and is currently

a Ph.D. Candidate in the Department of Computer
Science at the Autonomous University of Barcelona.
Her research interests are handwriting recognition,
language models, document analysis, linguistics,
hidden Markov models and pattern recognition.
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Probabilistic Graphical Models for Layout Analysis

Francisco Cruz
Advisor: Oriol Ramos Terrades

Computer Vision Center & Computer Science Department at Universitat Autonoma de Barcelona
E-mail: fcruz@cvc.uab.es

Keywords: Layout Analysis, Segmentation

1 Previous and Current Work

This PhD thesis is focused in the tasks of layout anal-
ysis and segmentation applied to different types of
documents (i.e., historical, administrative and con-
temporary documents). For this purpose, the ambit of
the thesis will comprise the exploration of Probabilis-
tic Graphical Models (PGMs), the analysis of con-
textual relationships between the different entities, as
well as the treatment of hidden variables and the re-
search of novel techniques to perform these tasks.

The first contribution of the thesis was focused in
the research of different families of PGMs to per-
form the task of document segmentation. During
this time, we studied the behavior of Conditional
Random Fields (CRFs) using different inference al-
gorithms as Belief Propagation, GraphCut or Junc-
tion Trees. We developed a method based in CRFs
in combination with Relative Location Features to
perform segmentation of historial and contemporary
documents with promising results, see Fig 1. This
work was published in the conference ICPR’12 [1].

Figure 1: Example of historical document on which
our segmentation method was applied. The different
labels indicate the regions to detect (a)name, (b)body
and (c)tax, for the detection of marriage licenses.

In views to explore another techniques further
than the PGMs and be able to compare our approach,
we also developed a layout analysis method based

in 2D Stochastic Context-Free Grammars in collabo-
ration with the ITI from The Universitat Politècnica
de València. This work was published in the confer-
ence IbPRIA’13 [2].

As a participation in a project with an external
company, the second contribution of this thesis was
to develop a method for the detection of handwrit-
ten lines in administrative documents. We developed
an EM based method to compute a set of regression
lines through the textual elements as a way to extract
the lines of handwritten documents, see Fig 2. The
result of this work was published in ICDAR’13 and
presented in the handwritting segmentation contest in
the same conference [3].

Figure 2: This image illustrate the main idea for the
detection of the lines. (1) Input of handwritten text
lines, (2) Extraction of the centroids of the connected
components, (3) Resulting regression lines.

2 Future Work and Challenges

In the next months we plan to extend the EM scheme
developed for the line segmentation task to the prob-
lem of layout analysis, so we will be able to compare
the different approaches that we test for this task. Be-
sides we are working in a full layout analysis method
that integrates both the region and line segmentation
modules for different types of documents. In addi-
tion, we plan to continue the research on PGMs and
its training and inference algorithms applied to image
documents a complex model structures.
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Publications

[1] Francisco Cruz and Oriol Ramos Terrades. Doc-
ument segmentation using relative location fea-
tures. In 21st International Conference on Pat-
tern Recognition (ICPR), pp. 1562-1565, 2012.

[2] Francisco Alvaro, Francisco Cruz, Joan-Andreu
Sanchez, Oriol Ramos Terrades and Jose Miguel
Bemedi. Page Segmentation of Structured Docu-
ments Using 2D Stochastic Context-Free Gram-
mars. In 6th Iberian Conference on Pattern
Recognition and Image Analysis (IbPRIA, Vol.
7887, pp. 133-40.

[3] Francisco Cruz and Oriol Ramos Terrades.
Handwritten Line Detection via an EM Algo-
rithm. In 12th International Conference on Doc-
ument Analysis and Recognition (ICDAR), pp.
718-722, 2013.

Francisco Cruz received his B.S. de-
gree in Computer Science from the Po-
litechnical University of Valencia, Va-
lencia, Spain, in 2010. He received his
M.S. degree in 2012 and is currently a
Ph.D. Candidate in the Department of

Computer Science Engineering at the Autonomous
University of Barcelona. His research interests are in
the areas of layout analysis, segmentation, with em-
phasis on probabilistic graphical models and context
analysis.
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New advances on structural floor plan interpretation

Lluı́s-Pere de las Heras
Advisor: Gemma Sánchez

Computer Vision Center & Computer Science Department at Universitat Autonoma de Barcelona
E-mail: lpheras,gemma@cvc.uab.es

Keywords: Structural Interpretation, Graphics
Recognition

1 The goal

The aim of my thesis is to create a general syntactic
approach that, by taking into account the hierarchical
and structural information between elements, will be
capable to interpret and recognize floor plans. The
main difficulty lies in the fact that there is no standard
notation defined: elements such as walls, windows,
furniture, indications, etc. are drawn distinctively de-
pending on the architect and the country. Therefore,
existing approaches are usually focused in one spe-
cific notation convention, and are not usable for the
rest ones. These existing problems encourage us to
construct a syntactic model capable to interpret every
floor plan independently of its notation. The whole
system is shown im Fig. 1.

2 Progress up to date

In the first part of the thesis we have focused on
giving a solution to the problem of detecting the
structural elements in floor plans independently to
their notation; these are walls, windows, doors, and
rooms. Later, a syntactic model will be created to ac-
count the spatial, semantic and hierarchical relations
between these objects to achieve the proper final in-
terpretation of the plans.

2.1 Wall detection

At the first stages of the thesis we focused on wall
segmentation. Since walls convey inherent informa-
tion of the building structure, they can be used to sub-
sequently detect the rest of the elements. In this way,
a first approach of detecting walls independently to
their graphical notation was presented in [1], and

an enhanced version in [2]. It was inspired by the
appearance-based state-of-the-art strategies in Com-
puter Vision for object detection in real scenes. As a
result, a bag of visual patches able to learn the visual
appearance of walls from a labeled collection of floor
plans was presented as the first approach able to seg-
ment walls in multiple collections of real documents.

The second attempt was to tackle the problem un-
der a structural point of view. The latent idea is to
be able to drive the detection of potential elements
belonging to walls by general structural properties of
buildings and thus, without the need of any learn-
ing step for each notation. As a result, we presented
in [3] an unsupervised approach driven by six struc-
tural statements of general properties of buildings,
that combined fuzzily are able to segment walls in
different collections of floor plans with successfully
close results to the supervised approach. Lately, we
proposed in [4] to learn the graphical appearance of
[3]’s output to make the system more flexible and
make it able to segment curved walls, beams, etc.

2.2 Floor plan interpretation

A complete method for floor plan interpretation has
been built recently. This method, which is mainly in-
spired by the way engineers draw and interpret floor
plans, applies two recognition steps in a bottom-up
manner. First, basic building blocks, i. e., walls,
doors, and windows are detected using the statistical
patch-based segmentation approach in [2]. Second,
a graph is generated and structural pattern recog-
nition techniques are applied to further locate the
main entities, i. e., rooms of the building. The pro-
posed approach is able to analyze any type of floor
plan regardless of the notation used. We have eval-
uated our method on two different publicly available
datasets of real architectural floor plans with differ-
ent notations. The overall detection and recognition
accuracy is about 95%, which is significantly bet-
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Figure 1: Automatic floor plan interpretation system.

ter than any other state-of-the-art method. Our ap-
proach is generic enough such that it could be eas-
ily adopted to the recognition and interpretation of
any other printed machine-generated structured doc-
uments. This method has been recently submitted to
IJDAR.

3 Future Work and Challenges

We are preparing a floor plan interpretation system
that works semi-supervisedly and is capable to deal
with a huge amount of different notations. This sys-
tem is guided by a stochastic grammar built on an
AND-OR Graph, that permits a recursive bottom-
up/top-down structural element recognition to finally
get the most probable floor plan interpretation. This
model was validated as a good option to model floor
plans under a structural and hierarchic point of view
in [5].

Publications

[1] L.-P. de las Heras, J. Mas, E. Valveny, and G.
Sánchez, Wall patchbased segmentation in archi-
tectural floorplans. In Proceedings of the 11th
International Conference on Document Analysis
and Recognition, 1270–1274, 2011.

[2] L.-P. de las Heras, E. Valveny, and G. Sánchez,
Notation-invariant patch-based wall detector in
architectural floor plans. In Graphics Recogni-
tion. New Trends and Challenges, ser. Lecture
Notes in Computer Science, vol. 7423, 78–88,
2013.

[3] L.-P. de las Heras, D. Fernández, E. Valveny, J.
Lladós, and G. Sánchez, Unsupervised wall de-
tector in architectural floor plan. In Proceedings
of the 12th International Conference on Doc-
ument Analysis and Recognition, 1277–1281,
2013.

[4] L.-P. de las Heras, E. Valveny, and G. Sánchez,
Combining structural and statistical strategies for
unsupervised wall detection in oor plans. In Pro-
ceedings of the 10th IAPR Conference on Graph-
ics Recognition, 123–128, 2013.

[5] L.-P. de las Heras, and G. Sánchez, And-or graph
grammar for architectural floor plan representa-
tion, learning and recognition. A semantic, struc-
tural and hierarchical model. In Pattern Recogni-
tion and Image Analysis, Lecture Notes in Com-
puter Science, 17–24, 2011.

Lluı́s-Pere de las Heras received
both, his B.Sc. degree in Com-
puter Science in 2009 and his
M.Sc. in Artificial Intelligence
and Computer Vision in 2010,
from the Universitat Autònoma
de Barcelona (UAB). He is cur-

rently a PhD student in the Computer Science De-
partment of the UAB and the Computer Vision Cen-
ter under the supervision of Gemma Sánchez. He is
an active member of the Document Analysis Group
and assistant professor at the Computer Science De-
partment at the UAB. His research work is mainly
focused on structural image interpretation, semantic
understanding and graphics recognition.
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Towards a Real Time Robust Scene Text Detection Method based
in Perceptual Organization

Lluı́s Gómez i Bigordà
Advisor: Dimosthenis Karatzas

Computer Vision Center & Computer Science Department at Universitat Autonoma de Barcelona
E-mail: lgomez@cvc.uab.es

Keywords: scene text, perceptual organization,
grouping

1 Summary of Previous and Cur-
rent Work

The main goal of my research is to explore the
bridges between the task of Text Extraction in Nat-
ural Scenes and the Perceptual Organization theoret-
ical framework in order to build a successful text ex-
traction method on the basis of their links. The re-
search hypothesis arises from the observations that
Gestalt laws of perception play an important role
in the core of the writing systems, and thus has to
be taken into account in order to solve the Scene
Text Extraction problem in a perceptually inspired
bottom-up approach.

After the first year of development of the thesis
research most of the objectives for this initial phase
have been already reached. An exhaustive review of
the state of the art has been done, both in the context
of scene text detection and of the Gestalt mathemat-
ical formulations, while different potentially useful
existing techniques have been implemented. For ex-
ample, the grouping principles of the Perceptual Or-
ganization framework Proposed by Desolneux et al.,
different feature descriptors used for text classifica-
tion, or the Class Specific Extremal Regions algo-
rithm proposed by Neumann and Matas. Moreover,
I have identified many standard scene text datasets
(covering different domains) and implemented their
evaluation frameworks, while at the same time I’ve
been collaborating in the creation of a new dataset
for text localization in video sequences [3].

The work done during this year has already
produced some initial results presented in our
ICDAR2013 paper “Multi-script Text Extraction
from Natural Scenes” [1], our CBDAR demo [2], and

Figure 1: Our method exploit the common perceptual
organization laws always present in text, irrespective
on scripts and languages.

will be extended in a journal paper we are preparing.
Our text extraction method is based along two ba-

sic ideas: 1) A key characteristic of text is the fact
that it emerges as a gestalt, a perceptually signifi-
cant group of similar atomic objects. 2) In natural
scenes many times we see different weak cues com-
bining together synergetically providing evidence for
a particular grouping. Hence, our method works by
analysing different similarity feature spaces in paral-
lel and combining them using the Evidence Accumu-
lation Framework as a voting system. A perceptual
organization analysis is performed on each feature-
space based in the principle of non-accidentalness: A
group of objects is considered as perceptually mean-
ingful when it is not possible to appear merely by
chance. This meaningfulness test is closely related
with statistical hypothesis testing and can be formu-
lated in terms of the expectation of a given group to
be a realization of a random background process or
not.

Even at this relatively early stage, our research
has started showing the possible benefits of the per-
ceptual organization approach. The main advantages

7



of the proposed method are its ability to deal with
multi-script and multi-oriented text in a natural man-
ner, and its near real time performance, being faster
than many other methods in the literature.

2 Future Work and Challenges

One important limitation of our text extraction
method is the high dependence of a good segmen-
tation of text regions from the original image. For
this reason we are currently moving from the MSER
region detector to the Class Specific Extremal Re-
gions algorithm proposed Neumann and Matas. This
approach increases the recall for character segmen-
tation because regions are extracted from the compo-
nent tree of the image based in their conditional prob-
ability of being text characters, dropping the stability
requirement of MSERs. However, the features used
in the original paper for character vs. non-character
classification are designed solely for latin script and
horizontally aligned text, and thus we have to pro-
pose new features for our more general multi-script
and multi-orientation scenario.

Furthermore, we have identified several possible
extensions of our text extraction method which may
lead to better results and/or alternative applications
of our method. Most of this developments can be
carried out as collaboration with other researchers as
they require the use of techniques that fall out of the
scope of our research.

For example, building a text detection method for
video sequences requires the use of a tracking mod-
ule in order to exploit temporal information. Thus,
we plan to make this work in collaboration with re-
searchers in the object tracking field.

Text line detection is an important post-processing
step in our grouping method as many of the stan-
dard datasets are labeled at the text line level. Cur-
rently our method uses a simple method based in lin-
ear regression for the text line separation and vali-
dation. Using more complex and recently developed
methods we expect to increase our results in those
datasets.

Other interesting collaborations we are planning
to do this year are: the combination of our localiza-
tion algorithm with a state of the art word-spotting
method, and the use of a dictionary based grammar
for text recognition.

Apart from that, we are planning to delve into cer-
tain theoretical aspects of the perceptual organisation
framework that we have identified, where original re-
search outcomes are also expected.

Publications

[1] Lluis Gomez, and Dimosthenis Karatzas,
”Multi-script Text Extraction from Natural
Scenes”. In ICDAR, 2013.

[2] Lluis Gomez, and Dimosthenis Karatzas,
”Demonstration of a Human Perception In-
spired System for Text Extraction from Natural
Scenes”. In CBDAR Workshop, 2013.

[3] Dimosthenis Karatzas, Faisal Shafait, Seiichi
Uchida, Masakazu Iwamura, Lluis Gomez, Sergi
Robles, Joan Mas, David Fernandez Mota, John
Almazàn Almazàn, Lluis Pere de las Heras, ”IC-
DAR 2013 Robust Reading Competition”. In IC-
DAR, 2013.

Lluı́s Gómez i Bigordà owns
B.S. and M.S. degrees in Com-
puter Science from Universitat
Oberta de Catalunya. He re-
ceived his M.S. degree in Com-
puter Vision in 2010 from Uni-
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1 Summary of Previous and Cur-
rent Work

In the first year of my PhD I demonstrated that the
virtual synthetic data can be used to train deformable
part-based model (DPM) with full supervision [1].
Based on this, I extended the star structure to a mix-
ture of parts. Extensive experiments show its state-
of-the-art performance on some benchmarks. This
part of work is illustrated as S1 in Fig. 1. How-
ever, the accuracy may still get significant drop when
testing on larger range of real-world datasets, which
is known as domain shift problem. To address this,
I focused on domain adaptation (DA) technique to
adapt a pedestrian detector from virtual world to real
world. The work was started with holistic model [2]
and later mainly focused on DPM [3]. This part of
work corresponds to S2 in Fig. 1.

2 Future Work and Challenges

The future work would explore various DA meth-
ods, e.g. feature transformation based methods (S2
in Fig. 1). Also multiple domains can be used to
leverage the DA. More challenging scenarios in vi-
sual domain adaptation are to be addressed. For in-
stance, the labels of training samples are not avail-
able (S3 in Fig. 1), training data are incrementally
added, or multiple target (sub-target) domain poten-
tially exist. We would seek solutions on unsuper-
vised learning, multi-task learning, online learning
in our future work.

Figure 1: Domain adaptation framework.
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Figure 1: Dense 3D reconstruction of a neighbourhood in Karlsruhe, including buildings and urban objects.
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1 Summary of Previous and Cur-
rent Work

Autonomous navigation of vehicles is a passionate
challenge that has led my research during the last
years. The interest of this problem stands upon the
future benefits of autonomous vehicles, which in-
clude safer traffic conditions, an overall better driv-
ing performance and a more intelligent control and
distribution of urban fleets.

We have addressed the task of autonomous navi-
gation from the point of view of the Visual Simul-
taneous Localization and Mapping (VSLAM) prob-
lem [3]. In our work, we defend that producing ac-

curate localization of vehicles along with detailed
maps of their environment are the required bases to
build an appropriate solution to this problem. Visual
SLAM is a challenging problem by itself, mainly due
to the large amount of variables and constraints in-
volved in the problem (i.e., thousands of locations
and million of landmarks). An important part of our
effort has been dedicated to develop novel VSLAM
approaches that are more accurate and also compu-
tationally more efficient [1][2]. Such an effort has
given rise to novel and general theoretical concepts
such as the robust-compressed regression, a family of
methods that are able to exploit the information con-
tained in large amounts of data sets [1] while keeping
a reduced computational budget. Other of our rele-
vant efforts consisted in creating optimization appro-
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Figure 2: Example of a urban 3D map with semantic labels: road (purple), sidewalks (blue), etc.

aches based on novel manifold structures, as in the
case oftheK-fixed-rank manifold, a useful tool for
cleaning up noisy signals.

Thanks to our advances in localization and map-
ping we are now able to create large and dense maps
of cities, as depicted in Fig. 1, which allows us to
pursuing bigger goals, like the concept of live and
semantic 3D maps. This new idea consists in devel-
oping fully-semantic maps of cities. Here, we aim
for extending the classical 3D geometry of maps with
useful and essential information for the autonomous
driving task, including: segmentation of the scene
in semantic classes (e.g., road, side-walks, vegeta-
tion, buildings, etc.), position of traffic intersections,
cross walks, traffic signs, terrain quality and many
other features (see Fig. 2). The creation of this kind
of maps require an enormous amount of computa-
tion, but we have proposed a new approach capable
of building semantic maps offline and then use them
online when needed. In this way, intelligent vehicles
can access online to all the semantics of the current
scene at very low computational cost.

2 Future Work and Challenges

The concept of semantic mapping is very promising
in the field of autonomous vehicles, but the current
state-of-the-art still needs to be improved to produce
reliable tools. These must include better 3D geome-
try in the process of mapping and more accurate re-
sults in the semantic segmentations process. More-
over, we have to face the problem of map updating to
ensure maps are always coherent with reality.
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1 Summary of Previous and Cur-
rent Work

We’ve been working actively in the field of Pedes-
trian detection; more precisely we have been working
on the usage of spatiotemporal (ST) information for
improving the detection in video sequences. In order
to achieve this goal, we have adapted the Stacked Se-
quential Learning (SSL) algorithm presented by W.
Cohen et al., in which the authors use the informa-
tion extracted inside a sequential neighborhood (see
Fig. 1a.) in order to reinforce the descriptor of a
given sample. Using the same principle we define a
ST-neighborhood around the sample (see Fig. 1b.).
The samples included in this ST-neighborhood have
a spatiotemporal relation with the given sample. In
order to define the temporal relation we propose 2
different options, the projection across the temporal
axis (fixed volume), or an adaptation in the position
using optical flow values (flexible volume). In Fig.
2. we can see the volumes generated using the 2 op-
tions named previously. With the implementation of
this ST-SSL algorithm we reach better performance
over different static descriptors: HOG, HOGLBP,
and HOGHOF (appearance and motion descriptor).
In this work the main contribution is that based in
a basic descriptor we can reach better performance
by introducing appearance information extracted in a
given ST-neighborhood.

2 Future Work

A first line of future work we are planning to do a
study of the video frame rate impact in the ST-SSL
algorithm using the different approaches of neigh-
borhood definition. This study will allow us define

Figure 1: a. SSL algorithm description definition, b.
ST neighborhood definition for ST-SSL.

the restriction introduced by the frame rate in term
of which neighborhood definition approach we must
use, for this goal we acquire a new data set with a
high frame rate. This study is necessary because in
a high frame rate (30 FPS) sequence the projection
method may be enough but in a low frame rate (3
FPS) sequence the projection due to the egomotion
is useless so in this case the optical flow method is a
better choice. Also we propose a new neighborhood
generation method based on a affine transformation.
This new method takes advantage of the translation
given by the optical flow and also calculates the
scale change between frames. The scale change is
due to the egomotion, while the car is going forward,
the approaching objects in the scene seems to be in a
large scale.

A second line we are planning the way to use
the defined ST-neighborhood for the extraction
of ST-features, this include the definition of new
descriptors or the adaptation of the existing for
being extracted in a non fixed volume. With this
line we expect not only extract appearance features
in the ST-neighborhood but also extract ST-features
(motion, temporal coherence ...).
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Figure 2: Different volumes generated applying pro-
jection and optical flow neighborhood generation ap-
proaches.
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1 Summary of Previous and Cur-
rent Work

In recent years, I had focused my research in de-
tecting pedestrians in images from real world sce-
narios by means of different computer vision tech-
niques. For this purpose, I had studied the existing
approaches of the state of the art in the object detec-
tion field, more specifically, pedestrian detectors.
I decided to improve the histogram of oriented gra-
dients (HOG), a core descriptor for object detec-
tion, by the use of higher-level information coming
from image segmentation. Here, during its compu-
tation, the HOG descriptor is re-weighted according
to the information coming from image segmentation
cues, but without increasing its size, see Figure 1 (a).
This method was tested in the INRIA person dataset
embedding it in a human detection system. The
well-known segmentation method, mean-shift (from
smaller to larger super-pixels), and different meth-
ods to re-weight the original descriptor (constant,
region-luminance, color or texture-dependent) has
been evaluated. We achieve performance improve-
ments of 4.47% in detection rate through the use of
differences of color among contour pixel neighbor-
hoods as re-weighting function. This work was pub-
lished in [1].
Additionally, the principal methods of the state of the
art in pedestrian detection were tested in images be-
yond the visual spectrum, i.e., thermal images. Here,
a different technique is presented. The aim is to
adapt a pedestrian classifier trained with synthetic
images (source domain) and the corresponding auto-
matically generated to operate with far infrared (FIR)
images (target domain). To this end, different meth-
ods have been tested to collect a few pedestrian sam-

ples from the target domain and to combine them
with many samples from the source domain in order
to train a domain adapted pedestrian classifier, see
Figure 1 (b). The FIR dataset is composed by two
sets of images collected in different moments of the
day, daytime and nighttime. The information con-
tained in this kind of images allows to develop a ro-
bust pedestrian detector invariant to extreme illumi-
nation changes.

2 Future Work and Challenges

Nowadays, detecting and segmenting humans in im-
ages are still hot topics in many computer vision re-
search lines. Therefore, as future work I decided to
improve the performance of the pedestrian detectors
in FIR images, as well as the semantic segmentation
of the detected object.
For this purpose, I will exploit low level features
coming from an over-segmentation process com-
bined with the information of the HOG descriptor in
the detected window. Features from virtual objects
will also be included since synthetic images can pro-
vide valuable information of the target object, e.g.,
shape prior. At this point, we will have a new frame-
work that will be able to identify at pixel level a de-
tected object in FIR images.

Publications
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proving HOG with Image Segmentation: Ap-
plication to Human Detection. In International
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189, year 2012.
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(a) (b)

Figure 1: Overview of the presented methodologies. (a) show the HOG re-weighting process based on image
segmentation. (b) present the adapted pedestrian detection process from synthetic to FIR images.
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1 Summary of Previous and Cur-
rent Work

Most of my previous and current work address two
principal lines: vision for robotics and autonomous
driving. Before coming to CVC, I have spent
8 months researching within an European project
named as Interactive Urban Robot, where I have con-
ducted some research in visual scene understanding
for mobile robots. Currently, I follow my research
within a Spanish project denominated eCoDrivers,
where I develop computer vision techniques for vi-
sual scene understanding of urban environments and
visual domain adaptation.

One of my most recent accepted articles address
the problem of how to make increase the efficiency
of high accurate but costly semantic segmentation
algorithms. State-of-the-art semantic segmentation
pipelines often contain conditional random fields
(CRF), where the inference process is done by max-
imum a posteriori probability (MAP) algorithms that
optimize an energy function knowing all the poten-
tials. We focus on CRFs where the computational
cost of instantiating the potentials is orders of mag-
nitude higher than MAP inference, as it is often the
case in semantic image segmentation, where most
potentials are instantiated by slow classifiers fed with
costly features. We describe a novel technique for
facing this problem through Active MAP inference
(Fig. 1), achieving similar levels of accuracy but with
major efficiency gains.

2 Future Work and Challenges

One of our principal goals is the creation of useful
tools that allow to perform autonomous navigation of
vehicles in urban scenarios. To this end we are cur-
rently developing a novel approach that consists in
creating semantically rich 3D maps (Fig. 2), which
encode all the information required by the navigation
tasks. This map contains critical information such
as: the segmentation of the voxels in classes (road,
buildings, sidewalks, fences, etc.), traffic intersec-
tions, traffic signs, quality of the terrain, and much
more. Since semantics are hard to compute, the cre-
ation of the maps is done offline and then, when a
new vehicle needs this information it can access it
online very efficiently.

Figure 1: Active MAP inference. Example of CRF
with unknown unary potentials.

Figure 2: Semantic 3D Maps for Autonomous Driv-
ing Scenarios.
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1 Summary of Previous and Cur-
rent Work

Our work is focused on eye tracking and other
modalities of human-computer interaction (HCI).
Previously, we proposed several improvements over
the open source eye tracker Opengazer which re-
sulted in a more robust, easy-to-use application. We
installed it on a Raspberry Pi to see the limits of
cheap hardware in building an alternative standalone
eye tracker. We presented this work in [1] where
there was much interest in cheap eye tracker solu-
tions.

In order to investigate the multi-modal HCI area,
we worked with the Leap Motion controller to com-
bine it with the gaze estimation as an input. The work
resulted in a demo application where the gaze and
the gestures allowed switching between the currently
open windows in a Ubuntu system.

Currently, we are working on calibration strategies
and analyzing how several factors affect the perfor-
mance.

Our eye tracker is not invariant to head pose and
the accuracy decreases in time as the head pose
changes. We address this problem with our new cor-
rection mechanism as shown in Figure 1. When the
estimations become inaccurate, the user is presented
with a superimposition image indicating their cur-
rent head pose and the head pose during calibration.
They are expected to move their head so that the head
poses are aligned. The eye tracker detects the face in
the images and calculates the L2 norm in the face
area. Thresholding this value into three categories,
the system decides whether the alignment is good,
average or bad and draws a frame with green, orange
or red color on the screen, accordingly.

2 Future Work and Challenges

The biggest problem that is yet to tackle is head pose
invariance of the eye tracker. Currently we are trying
to reduce the effects of this issue without changing
the base components of the system. However, as a
future work we have the following lines of research:

• 3D model based head tracking

• Geometrically calculated gaze estimation

• Sub-pixel accurate iris segmentation methods
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Figure 1: Head pose correction flow.
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1 Summary of Current Work

Introduction Soft biometrics are traits of the human
body which can be used to describe a person like
height, weight, and skin. They have been used in
video surveillance to track people [2], in combination
to hard biometrics to increase reliability and accuracy
[3], person re-identification [5], and supported diag-
nosis in clinical setups [6], just to mention a few.

In this paper, we propose a body segmentation ap-
proach in 3D space applying Kinect to compute ac-
curate geometrical soft biometrics such as arm and
leg lengths, and neck, chest, stomach, waist and hip
sizes. Pixel labels are extracted in a model based
multi-part approach. To compute and compare the
results accurately, a user must stand face-to-Kinect
such that the whole body can be seen.

Methodology In this section, we describe our sys-
tem for human limb segmentation and soft biometrics
computations. You can see the whole process in the
Fig. 1.

To extract body pixel labels in the point cloud, we
use an iterative approach which aligns the test point
cloud to the nearest model in the training set. In fact,
the process is divided into two parts: training and
test. In the training step, we clusterize all poses us-
ing EM algorithm applying HOG descriptor [7] on
depth images to put similar poses in the same Gaus-
sian mixture and keep the centroids as representative
models for those clusters. We optimize the number
of mixtures using a combination of EM and k-means
[4]. Finally, we keep EM parameters of clustering for
future pose estimation as a classifier.

In the test step, we find the nearest model to the
test image using HOG descriptor and the trained EM.
In the next step, a random pixel selection is applied

Figure 1: Process diagram of the system.

on test and model depth image and an iterative 3D
alignment is performed applying the following pro-
cess [1]:

1. 3D shape context descriptors are computed for
selected points,

2. The cost matrix between all point descriptors is
computed after adding some dummy points,

3. The best match points are extracted using linear
assignment problem using Jonker-Volgenant al-
gorithm,

4. The best match points are aligned using 3D thin
plate spline algorithm.

This process is repeated to refine the matching points.
Pixel labels are assigned from the nearest model pix-
els after final 3D alignment.
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Having an accurate body segmentation, we are
able to compute limb sizes using the hitting points of
the orthogonal plane to the principal axes of the limb
crossing from the mean points and body hull. The in-
terpolation of such points makes the curve which can
be used to measure the size. The length of the limbs
like arm can be directly computed from the summa-
tion of distances between joint points.

Discussion We created a dataset containing 1061
frames of 31 individuals using Kinect to evaluate our
method. We used a 10-fold cross validation over all
frames to generate the results. We compare our re-
sults to the standard random forest pixel labeling ap-
proach [8]. Given the result in Fig. 2, we could get
pure segmentation in edges showing an accurate seg-
mentation also applicable in pose recovery. Our ap-
proach shows a low sensitivity to the number of train-
ing data vs. random forest.

Figure 2: Qualitative results. First row our method,
and second row RF labeling approach. Black points
correspond to segment lines. It can be seen that seg-
ment lines accuracy has a direct relation with the seg-
mentation accuracy and purity.

2 Future Work and Challenges

The most critical part in this approach is point cloud
registration. A more accurate registration will cause
a better alignment and consequently better segmen-
tation. In the future work, we apply a pose retrieval
system to find nearest model besides using a global
vs. local descriptor for registration. We apply our
method on more complicated poses.
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1 Problem Definition

Face and eye centre detection is usually implemented
by means of the Viola & Jones [1] method for object
detection and the fast radial symmetry transform [2]
method. These allow the detection of face bounding
boxes and posterior eye centre location. This type of
approach is fast and tends to have a high recall or true
positive rate, but has the problem of also having a low
specificity, tending to return false positives. In order
to increase the robustness of the system while main-
taining a high detection speed, we propose a method-
ology that takes into account the contextual informa-
tion of the problem.

The proposed methodology intends to speed up
the eye centre detection process, which is the most
costly part part of the method, by reducing the search
space. It also intends to discard the false positives
of both eyes and faces by means of a series of basic
’sanity’ checks and a statistical estimation of the
detected features probabilities.

2 Summary of the Developed Work

A methodology is proposed for reducing the false
positive rate when performing faces and eye centres
detection. First the face detection process is per-
formed with the Viola & Jones face detection algo-
rithm. Afterwards, the same technique is applied
for eyes detection inside the face regions (Figures
1a-1b), thus reducing the search space. In order to
discard the false positive eye detections inside each
face region, first a set of sanity check rules are used,
discarding eyes at the lower half of the face or too
close to the face bounding box edges (Figure 1c).

Afterwards, all possible face configurations are eval-
uated, and the configuration maximising the proba-
bility given a pair of eyes is selected, considering the
rest of candidates as false positives (Figures 1d-1e).

In order to evaluate a face configuration, a set
of normally distributed face features are selected
and modelled into a multivariate normal distribution
defining the faces space, and the inverse Cumulative
Density Function (CDF) is used as the configuration
probability. The face features selected are the eyes
surface area, interpupillary distance, and eyes height
with respect to the face. In the case no valid pair of
eyes is found, that is, no eye is found at the left or
right half of the face, the algorithm discards the face
(Figure 1h) and the next face bounding box is pro-
cessed.

Once the optimal pair of eyes is selected, the cen-
tres of the eyes are located (Figure 1f). This is done
by first scaling each eye bounding box to a fixed size
and applying a fast radial symmetry transform [2] on
the image region inside the eyes bounding boxes for
a set of test radius. This gives a set of maps of sym-
metry for the image, and the map with the highest
peak symmetry value is selected and merged with
the two contiguous maps. The merging is performed
in order to account for imperfect radial symmetries
caused by a low image resolution, image deforma-
tion or eye plane transform, making the iris edge ap-
pear not completely symmetric and making the ra-
dius from the centre to the edge variable. From the
merged map, the location with the highest positive
symmetry value is considered to be the eye centre.
Finally, once determined the centre for the pair of
eyes, the probability of these centres for the given
pair is determined (Figure 1g).

The evaluation of the eyes pair centres is pre-
formed using the same technique used for the face
configuations. A bivariate normal distribution is
modelled using the vertical and horizontal position
variation of one eye centre with respect to the other,
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and the inverse Cumulative Density Function (CDF)
is used as an estimation of the probability of the pair
of eye centres being correct.

3 Results and Future Work

The algorithm has been tested for a set of images
containing 156 faces, and in all of the cases all false
positives for the faces and eyes have been success-
fully discarded. Some examples of the discarded
false positives can be seen in the examples in Fig-
ure 2. The true positives, on the other hand, have
not been discarded, keeping a true positive rate of the
100. In the case of eyes, all the false positives are also
correctly discarded, with no true positive discarded
because of the implemented filtering technique.

In order to increase the accuracy of the method
for both detecting eyes centres and distinguishing ac-
curately between closed and open eyes, apart from
training a closed eyes detector, a temporal analysis
of video sequences could be used taking into account
the measured state of the eye on each video frame to
help determine the state on contiguous frames. This
could be done by applying an on-line unsupervised
clustering technique on a set of features measured on
the eye bounding box, and allow for a speed-up of
the algorithm by preventing it from calculating the
symmetry maps on closed eyes, and help extrapolate
the position of faces and eyes in frames where the
detection fails.

Figure 1: Activity diagram outlining the methodol-
ogy of the system.

Figure 2: Results obtained by the developed method-
ology. Red rectangles represent the discarded ele-
ments, while green rectangles are the ones accepted
as valid.
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1 Motivation

Segmentation of people in images is still nowadays
a very challenging and difficult problem in com-
puter vision. There exist lots of possible applications
for people segmentation such as surveillance, patient
caregiving, human-computer interaction, and so on
and so forth. In the state-of-the-art, we mostly find
the usage of color images recorded by cameras or,
more recently, with the apparition of RGB-Depth de-
vices – such as Microsoft R© Kinect

TM
–, the usage of

depth maps in combination with the information pro-
vided by the color cue. In this context, we propose
adding a third modality that is the thermal imagery
got from thermal infrared cameras and, thus, comple-
menting other information sources and making easier
the segmentation task [1]. Although thermal cameras
are relatively expensive devices, their market price is
lowering substantially every year (as it happens with
other sensory devices).

The main contribution of this paper is a novel
tri-modal database of people acting in three differ-
ent scenes, consisting of more than 2,000 frames
each one, in which three different subjects appear
and interact with objects performing different actions
such as reading, working on a laptop, speaking by
phone, etc. In addition, a human segmentation base-
line methodology is also proposed, consisting in seg-
menting first the people in each of the modalities sep-
arately and, finally, fusing the results in an optimiza-
tion graph-cuts framework.

2 Method

Having the modalities already registered (from a pre-
vious work), background subtraction is initially per-
formed in each of the modalities in order to extract
candidate subject and object regions. Then, in the
training phase, the subject regions are described at
pixel-level using particular descriptors in each of the
modalities. Once the subject pixels have been de-
scribed in all the modalities, Gaussian Mixture Mod-
els (GMMs) are learnt. These GMMs are the ones
used in the testing phase to compute the probabili-
ties of being a subject pixel in the different modal-
ities. Finally, the probability maps are combined in
the Graph Cuts optimization step. A graphical rep-
resentation of the proposed methodology is shown in
Figure 1, which is explained in more detail below.

Background subtraction is performed separately
in the different cues. In each modality, a model of
the background is modeled given an initial set of
F frames, learning a gaussian distribution for each
pixel. Since alignment among dataset modalities
is not accurate, foreground regions are fused and
aligned at near pixel level by re-scaling of nearest
detected regions. Thus, the segmented regions in the
three different scenes can be merged to later describe
them.

Then, the descriptors can be computed for all the
pixels in all the modalities. Each modality involves
its own specific descriptors: in the color cue, we have
computed the histogram of oriented gradients (HOG)
[2] in a h×w window centered at the pixel; the color
cue also allows us to obtain motion information by
computing dense optical flow and describing the dis-
tribution of the resultant vectors, known as histogram
of oriented optical flow (HOOF); in the depth cue,
histograms of oriented surface normals (HOSF) have
been used; and, in the thermal cue, histograms of
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thermal intensities concatenated with histograms of
oriented gradients (HI-HOG). This implies having 4
different descriptions for each pixel.

At this point, the distributions of the previously
computed descriptors are modeled by GMMs. In-
stead of learning only one GMM for the pixels in
each kind of description, we divide the subject re-
gions in a grid of cells and learn a GMM in each cell,
thus having 4×#cells GMMs.

Eventually, in the testing step, the new extracted
regions are also divided in cells, their pixels de-
scribed and the probabilities predicted from the cor-
responding GMM. Finally, these obtained probabili-
ties are combined together with the extracted human
body probabilities from Ramanan et. al. method
[3], weighting each one, and used as the data-term
in Graph Cuts optimization algorithm [4], so as to
obtain a final segmentation of the human body.

3 Results

The results obtained so far are mainly qualitative but
allow us to develop approaches to the problems that
we face before starting to retrieve quantitative con-
clusions. Descriptive examples of the different stages
are represented in Figure 2 and 3.

Figure 2: Background subtraction for different visual
modalities of the same scene.
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(Universitat Autònoma de Barcelona). His main in-
terests in research are computer vision and machine
learning applied to human pose recovery and behav-
ior analysis, and also the human-machine natural in-
teraction technologies.

2

24



Figure 1: Pipeline of the presented methodology.

(a) HOG descriptors from thermal (b) Optical flow from RGB

(c) Normals from depth (d) Ramanan probability map

Figure 3: Example of descriptors from different modalities.
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1 Summary of Previous and Cur-
rent Work

I have been working in the field of intrinsic image
characterization. We have developed a method for
intrinsic image decomposition based on a graphical
model framework which combines information from
different color cues of a single image, namely color
name categorization and gradual color surface varia-
tions, in order to estimate its intrinsic reflectance and
shading images. Our model has been tested on the
MIT dataset, achieving state-of-the-art performance.
Figure 1 shows one of the objects in the dataset and
its decomposition into its intrinsic reflectance and
shading components. This work was published in
[1].

We have also built a new dataset for intrinsic im-
age decomposition. The novelty of this new dataset
is the use of rendering algorithms and multispectral
sensors to create synthetic images which properly
emulate real world scenes, thus simplifying the pro-
cess of building a dataset and allowing it to include
more realistic scenes, with multiple objects, complex
illumination and related effects such as interreflec-
tions. This work was published in [2].

We are currently working on the definition of a
general framework for intrinsic image decomposition
which extends and unifies all previous formulations
and also includes other important factors in the image
creation process such as information on the camera
sensors or the light source.

2 Future Work and Challenges

We are also extending our dataset for intrinsic image
characterization. There is a need in the intrinsic char-
acterization field for an extensive dataset which in-
cludes not only more realistic scenes, but also ground
truth on other intrinsic characteristics of the scene

such as the shape of the objects, the color and ge-
ometry of the illuminants, and so on. We will extend
our synthetic dataset and will show whether synthetic
datasets are more useful than real datasets to train in-
trinsic image decomposition models.

One problem that we have to face is the extension
of our intrinsic image decomposition method in or-
der to combine input information from different color
cues and infer other intrinsic properties of the im-
age such as the color and geometry of the illuminant
or the shape of the objects in the scene. This is a
hard but interesting problem, since it unifies in a sin-
gle problem many existing topics in the computer vi-
sion Literature which deal with intrinsic characteri-
zation of scenes, such as intrinsic image decomposi-
tion, color constancy, shape from shading or specu-
larity removal among others.

Figure 1: Example of intrinsic image decomposition.
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1 Summary of Previous and Cur-
rent Work

During the past year, I was working in the field
of gesture recognition from RGB-D (RGB + depth)
video sequences. More specifically, I participated
in the ChaLearn gesture recognition challenge, with
some other members of the Human Pose and Be-
haviour Analysis (HuPBA) group. This challenge
consisted on developing a one-shot learning gesture
recognizer which takes as input an RGB-D video se-
quence of a person performing a sequence of ges-
tures in front of the camera. The system we de-
veloped consisted on a Bag of visual words model,
combining features extracted from both RGB and
Depth image modalities in a late fusion fashion (see

Figure 1: BoVDW framework depicting a RGB-
D spatio-temporal volume from a gesture video se-
quence. Yellow and Blue circles depict STIPs (blue
color indicates a particular vocabulary bin assigna-
tion).

Figure 2: (Left) Different mid-level parts defined by
bounding boxes containing different subsets of body
joints. (Right) Different aspect ratio and appearance
clusters for the lower body.

Figure 1). In this framework, we compared differ-
ent RGB and depth state-of-the-art descriptors, com-
puted from Spatio-Temporal Interest Points (STIPs)
extracted from the sequences. Furthermore, we pro-
posed a new depth descriptor based on surface nor-
mals’ angle distribution, which helped in our gesture
recognition task. This work was published in [1, 2].

From February to June 2013 I visited the Image
and Video Computing research group in Boston Uni-
versity, where I worked under the supervision of
Prof. Stan Sclaroff. During this visit I worked in
the problem of human pose estimation in RGB still
images. Following recent works in the state-of-the-
art, we defined a model of the human body formed
by 14 different parts basic parts (one for each joint
in the human body, e.g. ankle, knee, etc), but we
also defined a set of mid-level parts (e.g. upper body,
lower body, etc.), which would be used as context
for improving the basic part detections (see Figure 2.
For each one of these parts, different types were de-
fined (depending on the appearance, and also on the
bounding box aspect ratio in the case of mid-level
parts), and a different detector was trained for each
one of them, using HOG features. Once these de-
tectors were trained, we could run them on a differ-
ent set of images, and compute some relative features
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between the basic and mid-level detections. Finally,
these features were used to train a classifier which
would re-score the detections of a given basic part
detector.

2 Future Work and Challenges

First results of the basic part detections re-scoring are
promising, and indicate that the mid-level part detec-
tions are useful for correcting confusion beween left
and right limbs. As future work, we could define a
richer mid-level parts model, following the Poselets
philosophy.
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versitat Autònoma de Barcelona
(UAB), Barcelona, Spain, in

2009 and 2010, respectively. He is currently work-
ing toward the P.h.D. degree in mathematics on
human pose recovery and behavior analysis at the
Universitat de Barcelona. He is a Research Member
at the Computer Vision Center, UAB, and a member
of the BCN Perceptual Computing Lab, which is
a consolidated research group of Catalonia. His
main research interests include the application of
computer vision and artificial intelligence to projects

that can help impaired people to improve their
quality, specially in the field of human pose recovery
and behavior analysis.

2

29



Human Body Pose Estimation Using Deformable Part-Based
Models

Maedeh Aghaei Gavari
Advisor: Petia Ivanova Radeva

Department of Applied Mathematics and Analysis at Universitat de Barcelona
E-mail: maghaeigavari@ub.edu

Keywords: Human Interaction Analysis, Pose Es-
timation, Gaussian Mixture Models, Pictorial Struc-
ture

1 Summary of Previous and Cur-
rent Work

During my master thesis I developed a strong tech-
nique for modeling and recognizing human behav-
ior, focused on human pose detention. In particular
the project is based on detecting interactions between
people and classifying the type of interaction. This
has been done by detecting the people in the scene
and retrieving their corresponding pose and position
sequentially in each frame of the video. We believe
that body pose plays a crucial role in analysis of hu-
man interaction. To achieve this goal our work relies
on robust object detection algorithm which is based
on discriminatively trained part-based models. Gaus-
sian Mixture Model (GMM) based method also has
been used to extract the background and to accelerate
pose estimation. we have also trained the part-based
algorithm on a large and challenging computer vi-
sion dataset (PASCAL Visual Object Classes 2010)
to obtain our specific pose detection filters. In this
dataset, for every element in an object class (Person
class in our case) exists specific piece of information,
tagged as pose, which we explicitly used it for train-
ing of our classifiers. In the end, we have evaluated
our method on a home-made database comprising
depth data from Kinect sensors. After successfully
collecting information corresponding to object’s la-
bel as well as their pose and position over a video
frames, movement understanding of them comes nat-
urally which is an important step towards human in-
teraction analysis. An intelligent analysis of these
data together with other computer vision techniques,
enables us to design an integrated solution for many

other complicated computer vision problems. An ex-
ample of these problems is to design an automatic
algorithm for recognition of events. This project was
presented end of 2012.

Our research currently is focused on developing
a real-time multi-frame, multi-target tracking algo-
rithm, based on the idea of Multiple Dimensional
Assignment (MDA) problem. The two frame bipar-
tite assignment problem, also known as linear assign-
ment problem, can be solved exactly in polynomial
time by methods such as Hungarian algorithm. How-
ever, these one-pass greedy algorithms do not work
well when there is target interaction or occlusion in a
scene. Moreover, multi-frame data association prob-
lem is combinatorial optimization problem of signif-
icant complexity. Developing multi-frame search al-
gorithms that yield good quality approximate solu-
tions in polynomial running time has therefore be-
come a problem of considerable research interest in
the field.

2 Future Work and Challenges

As our future work, we are focused on creation of an
event recognition system which basically is an inte-
grated system for recognition of physical movements
(examples: standing, walking, etc.) and instrumen-
tal activities (examples: watching TV, writing letters,
etc.). This enables us to extract and summarize daily
life activities of a person, with the possibility of be-
ing used to the further diagnosis made by the physi-
cian, through observation and interpretation of pa-
tient records.

Our future work mainly is divided into two main
modules: vision module and event recognition mod-
ule. Vision module is a modular platform that allows
us to study different algorithms for each step in the
chain of computer vision. This module is where my
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previous work links with the future goals. We need to
improve, adjust and adapt some part of the previous
work to the new goals. Developing a strong tracking
technique is of high importance in this path.

Event recognition and analysis module assess
what activities and scenes are of interest to the event
recognition module. This module is responsible of
determining the various scenes and actions which
leads to explain different events and their subsequent
classification. In this module we need to identify sort
of sensible restrictions and levels of information in
order to achieve intelligent understanding of events.

Figure 1: Sequential procedure of pose detection frame-
work. Steps which are surrounded by a black border
demonstrate image segmentation process: (a) raw depth
image. (b) depth image after filling up the depth reading
mistakes using SOR technique. (c) segmentation output,
black pixels corresponding to the background vs. white
pixels corresponding to the foreground. (d) labeling out-
put from applying body detection algorithm on RGB im-
ages and extracting each human body GMM. (e) the seg-
mented and labeled image from step (d) considering seg-
mentation and labeling output from five previous frames.
(f) the final segmented output.
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1 Summary of Previous and Cur-

rent Work

We investigate a new method for cast and self shadow

detection. Detecting shadows would allow to create

a new image representation where further methods

could obtain better results, as multi illuminant esti-

mation, object detection or scene understanding.

In figure 1 there is a scheme of the method. First

of all, we segment the image in superpixels or re-

gions using the method explained in [1]. In order to

detect which region is a shadow or not, we assume

that two regions from the same surface should have

a similar chromatic value with different intensity, so

we convert the images into opponent colours.

To calculate these values, we use the RAD method

[2]. We calculate the ridges for each possible pair

of opponent channels. Analysing the first and sec-

ond channel, we obtain the chromatic information. If

both regions belong to the same ridge and the mean

value of each one is almost the same, the probability

of one of them being a shadow region is high. Then

we analyse the pairs of channels containing the in-

tensity one. If in both cases, the regions belong to

the same ridge but with some distance between the

mean values, the probability of shadow is high. Oth-

erwise, if the mean value is the same it means that

they have the same intensity, so the probability of be-

ing a shadow is low.

Obviously, in the case that the regions do not be-

long to the same region in one of the tree pair of chan-

nels, the probability of one of them being the shadow

of the other is automatically 0.

This process is repeated for all the regions of the

image and in different scales. The shadow result is a

combination of all the shadow regions obtained in all

scales.

2 Future Work and Challenges

One problem that we have to face is the difficulty to

find the correct ridges for each image. For each im-

age, the parameters change, and there is no model we

can follow to calculate them. In order to solve that,

we are studding different ways to obtain the same in-

formation but in a more simple and efficient way.

We want to prove our method in different

databases, until that moment, we only have proved

it in some images, and the results are promising.
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Figure 1: Example of graphical representation of the presented methodology. (a) Original image. (b) Seg-

mented scaled images using the method in [1]. (c). Distribution of the opponent image and the ridges found

using the method in [2]. Each distribution corresponds to the different combinations of the opponent channels.

(d). Selection of two neighbour regions. This is done for every pair of neighbour regions. (e) Representations

in the distribution of each region: Red represents the shadow region and yellow the non-shadow region with

each mean value. (d) and (e) are repeated for each scale. (f) Result of the shadow detection. Red zones are the

shadow ones.
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1 Summary of Previous and Cur-
rent Work

A correct optical flow computation is of prime im-
portance for its further use in applications such as
car driver assistance, 3D reconstruction, video com-
pression, or medical support. However, current tech-
niques may produce errors, induced wether by the
method itself or by the computations. Consequently,
we need to discard those wrong computations by
means of a confidence measure. A good confidence
measure should be able to provide an upper bound
of the error. That is, for a given value of the confi-
dence measure, the error should not be higher than a
chosen threshold. Thus, we need tools to evaluate a
confidence measure’s performance and also tools to
determine which is the value of the confidence mea-
sure that ensures that the error is bounded.

In the literature several confidence measures have
been defined [6, 11, 7, 8, 9, 5], and some papers com-
pare the different measures by means of the Sparsi-
fication plots [7]. However, as far as we know, there
is no thorough evaluation of the confidence measures
so that we know the errors they can detect. In addi-
tion, we have not found how to determine if a confi-
dence measure is able to bound the error. Finally, we
have not found any literature trying to learn a thresh-
old of the confidence measure that ensures for a given
risk, a bound of the error. So, until now we only
have definition of confidence measures and compari-
son across them, but we still missing a deep analysis
to truly evaluate their capabilities according the dif-
ferent optical flow methods and a further analysis to
learn the threshold of the confidence measure.

As a first step, a confidence measure based on the

numerical stability of Lucas-Kanade-based schemes
[10] has been defined in papers [4, 2] (fig.1 Step 1).
As a second step, in order to improve the Sparsifica-
tion plots [7], a framework that assesses when a con-
fidence measure is able to bound the error has been
defined in [1] (fig.1 Step 2). However, such frame-
work still lack of capabilities of assessing a thresh-
old of the confidence measure that assures that the
error is bounded for a given risk. Thus, in paper [3]
the concept of risk is introduced, as well as a new
framework that can assess the risk (fig.1 Step 2). In
addition, there is a thorough analysis of the different
sources of error of different optical flow algorithms.

Currently we are working on the definition of a
new framework such that, for a given threshold of
the error of the optical flow, we can predict for each
value of the confidence measure the percentage of
points that are above such threshold. Such frame-
work combines the frameworks defined in [1, 3] and
it is better than the previous ones because it integrates
the concept of risk, and the capability of detect if the
confidence measure can bound the error (fig.1 Step
3).

2 Future Work and Challenges

The current framework we are working on, will be
tested for different confidence measures and optical
flow techniques on databases with ground truth for
optical flow. From the information obtained, we can
learn the pair optical flow-confidence measure (OF-
CM) that works better to discard erroneous com-
putations according to a sequence. And thus, we
can choose such OF-CM pair automatically from se-
quences without ground truth (fig.1 Step 3).

The final complete framework should assess, for a
given sequence, risk, and maximum error expected,
the best pair OF-CM and the value of the confidence
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measure that ensures for the given risk, that the er-
rors are not higher than the maximum error expected
(fig.1 Step 4). Note that this framework can only be
applied for sequences that have similar features since
there is a process to chose the pair OF-CM and to
learn the threshold of the confidence measure.

Figure 1: Graphical representation of the steps of the
presented methodology.
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1 Summary of Previous and Cur-
rent Work

Histograms of orientations and statistic derived from
them have proven to be effective image representa-
tions for various recognition tasks. During last year
we attempt to improve the accuracy of object de-
tection systems by including the new features that
explicitly capture mid-level information. More pre-
cisely we have developed two new feature descrip-
tors, stability and centrality. The example of this de-
scriptors can be seen in figure 2. Stability is a local
statistical characteristic extracted from HOG and it
assigns a value that represents the homogeneity of
the gradient vector field that corresponds to a HoG
cell. The concept behind the stability indicates that
easier visual classes are characterized by higher sta-
bility values whilst harder classes have fewer admis-
sible orientations. The continuity is a global char-
acteristic and it represents the level of continuity of
the object edges that are represented by that cell. The
use of two additional mid-level characteristics should
increase the performance of classifiers because more
abstract information is readily accessible to it. This
work was published in [1]

2 Future Work and Challenges

The objective of the future work will be:

• Including robust texture descriptors in the mid-
level image representation, because one prob-
lem that we have to face is the difficulties when
detecting objects with rich texture;

(a) (b) (c) (d)

Figure 1: (a) Original image; (b) HoG features of (a);
(c) Stable orientations of (b); (d) Cells of (b) with
high continuity values.

• Use of the recently introduced paradigm of
Structured Support Vector Machines for multi-
class classification;

• Study of automatic methods for part definition
in part-based representation of objects. This
problem is now solved by manual definition of
the number of parts, but it can be done automat-
ically by using latent SSVM models.
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1 Summary of Previous and Cur-
rent Work

Recovering human pose in still images is a hard task
because of the high variability in appearance pro-
duced by changes in the point of view, lighting condi-
tions, and number of articulations of the human body.
Even so, it has become one of main interest area of
research because of its capabilities in final applica-
tions. Actually, state of the art approaches like [1]
have achieved very good results for person detection
and [2] in human pose estimation (detecting articula-
tions).

We propose a two-level approach for the segmen-
tation of the human body. In a first step, a set
of human limbs were trained to be split in a tree-
structure way and trained using a cascade of Ad-
aboost classifiers with Haar-like features [3]. Then,
it was included in a ternary Error-Correcting Output
Codes (ECOC) [4] framework to improve classifica-
tion performance by correcting errors of individual
classifiers. This first classification step was applied
in a windowing way on a new test image, defining
a body-like probability map, which was used in a
Graph Cuts optimization procedure. The proposed
methodology is tested in a novel limb-labeled data
set [5].

As present work, we follow the pipeline men-
tioned before by including a two-level refinement ap-
proach in order to segment human limbs. As a first
step, we split in a tree-structure without background
a set of 6 human limbs categories. Then, this tree-
structure splitting is trained using SVM classifiers
with HOG features and included in a ECOC frame-

work. In order to perform multi-limb classification,
we apply sliding windows on a new test image, defin-
ing in this case a set of limb-like probability maps
which are used in a multi-limb human segmentation
stage by means of alpha-beta swap Graph Cuts op-
timization [6]. The obtained results show that we
are able to segment the human body limbs with high
overlapping scores. The pipeline of the developed
system is summarized in Figure 1.

2 Future Work and Challenges

We have to deal with the detection of tubular struc-
ture like arms, forearms, legs and thighs. Since they
can be quite similar, in order to face the problem we
plan to modify the descriptors and including contex-
tual information. As future work, we also plan to
use the achieved multi-segmentation results to define
rich postural descriptors in time series and perform
Human Action/Gesture recognition.
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Figure 1: Summary of the proposed methodology for multi-limb human body segmentation.
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1 Summary of Previous and Cur-
rent Work

Colorectal cancer ranks in the third place in inci-
dence and it is the fourth most common cause of can-
cer death worldwide. Based on demographic trends,
the annual incidence is expected to increase by nearly
80% to 2.2 million cases over the next two decades,
mostly in the less developed regions of the world.
Fortunately, experience in Europe -where colorectal
cancer is the second leading cause of cancer deaths
with approximately 435.000 new cases diagnosed
yearly- has shown that systematic early detection and
treatment has the potential to improve control of the
disease.

Colon cancer’s survival rate depends on the stage
it is detected on. Hence the importance of detect-
ing it on its early stages by using screening tech-
niques, such as colonoscopy. Colonoscopy screening
technique has been proved to be the most effective
method to reduce mortality rates caused by colorectal
cancer. However, the effectiveness of the procedure
in reducing colon cancer incidence depends on sev-
eral reasons and some studies have shown a substan-
tial variability of performance among different cen-
ters and endoscopists. Clinical studies have cleared
some reasons and circumstances that can have conse-
quences in colonoscopy effectiveness, such as colon
preparation, cecal intubation or withdrawal time.

Developing standardized systems to assess
colonoscopy efficiency involve many tasks. Several
objects or regions appear in the endoluminal scene.
The knowledge of these regions would clear up
the path to an standard and effective screening
protocol. After focusing on the study of polyp

characterization and localization [1], we aim to
improve our knowledge of the endoluminal scene
by taking advantage of the information that blood
vessels, lumen or colon wall folds can provide. One
of the final goals we may accomplish would consist
in being able to create time and position flags that
would allow doctors to go back to a determined spot
in the colon track. That is why our research aims to
find and track anatomical markers like the vascular
content in the scene [2].

2 Future Work and Challenges

We are creating an image database from several
colonoscopy videos. A manual segmentation of the
vascular content is provided for each selected frame
as well as a manual selection of keypoints, such as
vessel endpoints and junctions (see Figure 1). The
accurate segmentation of the blood vessels in the
scene has been showed to be a very difficult task. Ac-
tually, computing the thorough segmentation of the
blood vessels is not strictly necessary for our goals.
We are trying to develop a keypoint detector so that
they could become landmarks to face future tasks.
We intend to locate the most meaningful landmarks
so that this knowledge may lead us to conform a char-
acterization of the vascular tree. Besides, well-know
and characterized landmarks may be tracked along
the colonoscopy video so that this knowledge could
become a good start point for the characterization of
the other regions in the endoluminal scene.
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Figure 1: (a) Input image. (b) Vascular content man-
ual segmentation.
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1 Summary of Previous and Cur-
rent Work

Segmentation, registration and modeling are three
important aspects of general medical imaging pro-
cessing. The advantage of tackling them simultane-
ously has been recognized, giving rise to several ap-
plied methods. However, the problem of segmenting
blood vessels in cardiac X-ray sequences, tracking
them and modeling of blood flow is not addressed.
One of the main challenges, as illustrated in Fig. 1,
is to distinguish between geometric variations (trans-
lation of catheter or blood vessel) and inherent sig-
nal changes due to physiological processes (injec-
tion of contrast liquid or change in its gray level).
The current stage of development uses a-priori mod-
els of gray level variations for catheter, contrast liq-
uid and background. The registration component of
our method is based on the existing SPREF (Spatio-
temporal regularity flow) method for non-rigid regis-
tration. In addition, we implemented a framework for
generating synthetic gray level sequences together
with registration ground truth between subsequent
frames. The popular Free-Form Deformation method
was applied to the synthetic data demonstrating its
deficiency in discriminating between a contrast liq-
uid flowing in a blood vessel and catheter translation.

2 Future Work and Challenges

Firstly, the implementation of the unified frame-
work for simultaneous registration, segmentation and
modeling needs to be finished and quantitatively
evaluated. The next step is to obtain automatically
the models for different objects and physiological

processes using the input data.

Figure 1: Exemplar frame of a synthetic sequence
(a) and segmentation ground truth of catheter, con-
trast liquid and background (b). The third image (c)
depicts latest segmentation results of our method.
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1 Summary of Previous and Cur-
rent Work

Videobronchoscopy is a medical imaging technique
that allows interactive navigation inside the respira-
tory pathways and minimal invasive interventions.
Tracheal procedures are ordinary interventions that
require measurement of the percentage of obstructed
pathway for injury (stenosis) assessment. Visual
assessment of stenosis in videobronchoscopic se-
quences requires high expertise of trachea anatomy
and is prone to human error in 30% of the cases [1].
We propose two new techniques for a description of
the airway:

In one hand accurate detection of tracheal rings [2]
is the basis for automated estimation of the size of
stenosed trachea. Processing of videobronchoscopic
images acquired at the operating room is a challeng-
ing task due to the wide range of artifacts and ac-
quisition conditions. We have presented a model of
the geometric-appearance of tracheal rings for its de-
tection in videobronchoscopic videos. Experiments
on sequences acquired at the operating room, show a
performance close to inter-observer variability.

In the other hand accurate lumen centre detection.
The proposed method is based on the appearance
and geometry of the lumen, which we defined as the
darkest image region which centre is a hub of im-
age gradients [3]. Experimental results validated on
the first public annotated gastro-respiratory database
prove the reliability of the method for a wide range
of images (with precision over 95%).

Results of this two methods can be seen in Fig-
ure 1. In the first two images we can see how tracheal
rings are accurately detected and not extra structures
are included. The last two images show how we are

detecting the centre of the lumen even if the image
has multilumen. Another important point is the po-
tential of our algorithm in detecting lumen presence.

2 Future Work and Challenges

Our future work will consist on getting objective
measures of the airways using the information ex-
tracted from:

• Lumen segmentation using previously com-
puted centre point of the lumen as seed (pro-
viding information about camera position).

• Fill tracheal ring discontinuities (providing in-
formation about shape of the bronchial tree).

Figure 1: Results of the presented methodology in,
both, tracheal ring segmentation (first row) and lu-
men centre detection (second row).
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1 Previous and current work

The work that has been carried out so far is a pre-
liminary study on the possibility of applying content-
based image retrieval (CBIR) techniques to the prob-
lem of dating archaeological art pieces, focusing in
particular on Athenian painted pottery.

The goal of this work is to provide a system that
may help archaeologists and art historians to clas-
sify unknown pottery pieces by searching for partic-
ular artistic motives within museum digital records.
Such a new approach is motivated by the fact that
nowadays methods are slow and highly inefficient
[1]. With artistic motives, we refer to particularly
recurring patterns that bring significant information
about the time and place the artworks were crafted
at.

Besides the typical challenges (variation in light-
ing condition, scale and perspective) offered by the
common CBIR datasets [2], [3], we have to take
into account the ambiguity introduced by the hu-
man hand. In fact, the strong human component that
characterizes paintings produces a high variability of
appearance, also within the same semantic class of
artistic motives (Fig. 1). Moreover, the artistic mo-
tives the user might be interested in may be very dif-
ferent between each other (Fig. 2). This makes the
motives hard to be treated all with the same method.

Figure 1: Examples of appearance variability within
the same motive class.

Figure 2: Examples of shape difference between dif-
ferent motive classes.

First, we have addressed the problem with a bag-
of-words (BOW) architecture [2], in order to check
if current systems could tackle the critical aspects
related with the dataset domain. The performance
was poor, since, in most cases, the top-ranked results
did not contain the searched query, whereas the last-
ranked ones sometimes did. In order to determine the
sources of errors, we have started by examining the
image description stage, which is well-known to be
a key issue. We have designed it as a modular sys-
tem, decomposed in three main stages: interesting
area detection, shape description and feature match-
ing (Fig. 3). Within this framework, we have eval-
uated several existing methods [5],[4],[6] estimating
their discriminative power when applied to the artis-
tic motives of interest. To this end, we have con-
sidered the distribution of the matching distance val-
ues obtained both in positive cases (the target image
contains the query) and negative cases (the target im-
age does not). A method has been considered to be
discriminative when it was possible to reject the hy-
pothesis that the distributions of positive and negative
samples have the same mean value.

With our experiments, we have showed that ad hoc
image description approaches are necessary to treat
different motives, given their peculiar characteristics.
The results we have obtained are very different de-
pending on which class of artistic motives was con-
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sidered. For one of the three selected motives, we
have found a suitable candidate as a feature extrac-
tion method. In the other two cases, all the evaluated
techniques behaved poorly, providing us a basis to
make hypothesis on such failure.
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Figure 3: Example of graphical representation of the
presented methodology.

2 Future work and challenges

A severe limitation to our research has been posed by
the number and the quality of the available images. A
larger dataset, possibly collected observing a specied
protocol in order to uniform the image quality, is de-
sirable for further studies.

The image description strategies we considered
have to be improved in order to deal with the dif-
ferent semantic classes of artistic motives we treated.
The future approach will consist in investigating their
discriminative power by validating them against a
ground truth of annotated images. The goal is to
achieve a system which is capable to indicate the
most suitable features to describe also unknown new
motives.

A promising improvement to the image descrip-
tion stage would consist of introducing spatial con-
sistency conditions, that may help when a signicant
number of consistent matches are achieved, to dis-
card the wrong ones.

Finally, in order to cope with the relevant variabil-
ity within the artistic motive classes, in case a larger
dataset was acquired, a good strategy might be to de-
fine a hierarchy where the main semantic classes, are
divided in sub-classes by collecting the more similar
patterns.
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1 Summary of Previous and Cur-
rent Work

We have been researching for several existing low-
level vision models, that have proposed hierarchi-
cal schemes ([1],[2]) to simulate the first stages of
the ventral stream. We have been analysing Malik-
Perona (MP) [7], HMAX [8] and the Induction-
Derived family (ID) models ([3], [4], [5], [6]), giv-
ing a unifying overview of them, but focusing my
master dissertation in the ID, due to its generalisation
properties shown in predicting both colour induction
effects and saliency maps. Its main stages can be
summarized as a linear filtering (L1) followed by a
centre-surround mechanism (L2), a divisive normal-
isation (L3) and the application of a weighting func-
tion (ECSF) (L4) (see Figure 1). Although there exist
a large number of hierarchical bio-inspired models,
we are interested in understanding the functionality
step by step. L1 consists of a frequency-orientation
selectivity. In L2 there is applied the first non-
linearity to refine the previous responses. L3 makes a
second non-linearity to extend maximum values and
threshold the minimum. As a particular layer, ID
model apply L4 to weight previous responses in or-
der to enhance or discard them depending on the vi-
sual problem. Finally, L5 is where a new representa-
tion is achieved, closely to the visual codes. We have
been exploring each layer function by proposing al-
ternative implementations to achieve more accurate
responses. As case study, we have been working on
saliency prediction since a large standard datasets are
available allowing testing the effects of the studied
alternatives. Additionally, we have started to explore
how we can scale on these hierarchies, in view of a

more complex task such as object recognition. In this
line, we derive a new representation from the model
output that can be the starting point for a trainable
layer that could give a visual code for object recog-
nition. Our work lead us to conclude that L1 is more
accurate when DOOG (Differences of Ofset Gaus-
sians) family of filters is used. The use of adapted
center-surrounds in L2 provides also more accurate
responses and opens the possibility to be adapted to
detect more complex features. We have seen that the
divisive normalisation step (L3) can be improved us-
ing sigmoid functions. Finally, the performed exper-
iments appear to diminish the effects of L4, but the
weighting function could be important to be learnt in
other visual tasks.

2 Future Work and Challenges

The main idea is to extend the ID layers to complete
V1 responses and also, to extend them beyond V1,
facing higher-level visual tasks such as face recog-
nition. Nevertheless, current stages can be also im-
proved. In L1, we should make an study of the best
settings to use for DOOG family of filters. In L2,
the centre-surround regions follow a constraint size-
relation between them and we propose to use a multi-
scale. Regarding L3, the shape or the parameters of
this function requires to be studied depending on the
task is being faced. Finally, in L4, our hypothesis still
remains that ECSF could correspond to a responses
task-adaptation step related to the L3 parameters, and
it could be defined using common machine learning
techniques.
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Figure 1: Example of graphical representation of the ID stages and the different alternatives that we have been
exploring.
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1 Summary of Previous and Cur-
rent Work

During the past few months, I have been conducting
a literature review in the field of Visual scene under-
standing focused on the used of Probabilistic Models
to face this open challenge. Visual scene understand-
ing is an essential goal for developing autonomous
vehicles. Emphasis is given to model the scene from
input systems which are relatively cheaper and can
be obtained off-the-shelf. The aim here is to use sin-
gle or multiple cameras (visible or infra red) to cap-
ture the required information without having to use
bulkier and expensive systems such as LIDAR.

Visual scene understanding is a problem that has
been explored since the start of the computer vision
research [1] and has been gaining large momentum
over the last decade. Scene understanding (an ex-
ample given in Fig. 1(a)), owing to its direct ap-
plication in driverless automobiles has diverged in
multiple branches, each using a unique (or different)
method to achieve the end objective. Some mathe-
matical tools that are quite useful to address this open
question come from the probabilistic models as pre-
sented in [3].

2 Future Work and Challenges

Since the final aim is to use this module for au-
tonomous driving, emphasis is given to compu-
tational complexity (thereby speed - measured in
frames per second) and performance. It is planned to
make two versions of this system - offline (to build
maps for later use) and online (to handle immedi-
ate on-road tasks). Studying the performance of sys-

Figure 1: Example of a Urban Scene Understanding
pipeline(a) A labelled frame. The labels are shown
as polygons for simplicity (b) Probablistic graphical
model of elements that form the scene. As a scene
might be a combination of more than one class of
objects or sub-scenes, this may be represented in the
graphical model.

tems which primarily rely on grammars and bottom-
up/top-down approaches, it is found that they suffer
in speed (computational complexity - due to the in-
ference search space being large). In comparison,
probabilistic graphical models (such as the one given
in Fig. 1(b)) do well in such scenarios (outdoor scene
understanding) [3]. The trade off between accuracy
and computational complexity is a concern, however,
the implementation of this system will be done with
scalabality in mind (following concepts similar to
[7]). The major factors involved in the implemen-
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tation of this project would include :- speed, train-
ing datasets (such as PASCAL [4]), feature selection
(such as SIFT [5]), image segmentation (such as Su-
perpixels [6]) and testing.
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1 Summary of Previous and Cur-
rent Work

Recently, I have been working in multi-modal in-
tegration applied in the field of document analysis.
More precisely, we have developed a word spotting
framework that follows the query-by-string paradigm
where word images are represented both by textual
and visual information. The textual representation
is formulated in terms of character n-grams while
the visual one is based on the bag-of-visual-words
scheme. These two modalities are merged together
and projected to a common topics space using a la-
tent semantic model. This projection improves the
word snippet representation by reducing ambiguities
(e.g. uncertainties due to visual features used to rep-
resent different characters) and strengthening the re-
lationship between the features used to represent the
same concept (e.g. the different visual features used
to represent the same character). Moreover, the mix-
ture of textual and visual features into a common sub-
vector space allows to, given a textual query, retrieve
word instances that were only represented by the vi-
sual modality. This is very convenient property in
scenarios where some modalities are more difficult
to obtain than others.

2 Future Work and Challenges

The latent semantic model improves its performance
as more samples are used to build the model. How-
ever, obtaining the transcription of handwritten doc-
uments can be a tedious task, so that, we are plan-
ning to use synthetic information to train the whole
framework. Another problem is the vast possible
parameter combinations of the bag-of-visual-words

model. Consequently, we intend to use an adaptive
framework which automatically generates the code-
book and spatial representation based on the indexa-
tion errors obtained in the model training phase.

convenient

TEXTUAL VISUAL

MULTIMODAL

Figure 1: The method projects the textual and visual
representations into a common space.
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1 Summary of Work

Humans can effortlessly perceive faces, follow them
over space and time, and decode their rich con-
tent, such as pose, identity and expression. How-
ever, despite many decades of research on automatic
facial perception, a complete solution remains elu-
sive. Automatic facial perception encompasses many
important and challenging areas of computer vision
and its applications span a very wide range: video
surveillance, human-computer interaction, content-
based image retrieval, biometric identification, video
coding and age/gender recognition.

In face detection, an initial simple model is pre-
sented that uses pixel-based heuristics to segment
skin locations and hand-crafted rules to determine
the locations of the faces present in an image. Dif-
ferent colorspaces are studied to judge whether a col-
orspace transformation can aid skin color detection.
Experimental results show that the separability does
not increase in other color spaces when compared to
the RGB space. The output of this study is used in
the design of a more complex face detector that is
able to successfully generalize to different scenarios.

In face tracking, a framework that combines es-
timation and control in a joint scheme is presented
to track a face with a single pan-tilt-zoom camera.
An extended Kalman filter jointly estimates the ob-
ject world-coordinates and the camera position. The
output of the filter is used to drive a PID controller
in order to reactively track a face, taking correct de-
cisions of when to zoom-in on the face to maximize
its size and when to zoom-out to reduce the risk of
losing it. The applicability of this method is demon-
strated on simulated as well as real-life scenarios.

Figure 1: In this Thesis, we address three problems
in automatic face perception, namely face detection,
face tracking and pose estimation.

The last and most important part of this thesis is
dedicate to monocular head pose estimation. In most
prior work on heads pose estimation, the positions
of the faces on which the pose is to be estimated
are specified manually. Therefore, the results are re-
ported without studying the effect of misalignment.
Regression, as well as classification, algorithms are
generally sensitive to localization error. In this part,
a method based on partial least squares (PLS) regres-
sion is proposed to estimate pose and solve the align-
ment problem simultaneously. The contributions of
this work are two-fold: 1) demonstrating that the
proposed method achieves better than state-of-the-
art results on the estimation problem and 2) devel-
oping a technique to reduce misalignment based on
the learned PLS factors that outperform multiple in-
stance learning (MIL) without the need for any re-
training or the inclusion of misaligned samples in the
training process, as normally done in MIL.
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1 Single-writer Word Spotting with

Exemplar-SVMs

We developed a system for efficient segmentation-

free single-writer word spotting. The use of HOG

templates provides a very natural model, and its dis-

criminative power is improved through the use of Ex-

emplar SVMs with SGD solver. The use of Prod-

uct Quantization drastically improves the efficiency

of the system at test time. Finally, the use of more

informative features in combination with reranking

and query expansion improves the final accuracy of

the method at a reduced cost. A general scheme of

the method can be seen in Figure 1. We refer the

reader to [1] for further details.

Reranking

E-SVM
Query

Query
E-SVM

Query

Reranking

Query

X1

X2

X3

X1

X2

X3
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X2 X3

(a) (b)

(c) (d)

Figure 1: General scheme of the method proposed.

(a) E-SVM training and sliding-window search. (b)

First reranking of the best retrieved regions. (c) E-

SVM retraining and sliding-window search applying

query expansion with the first reranked regions. (d)

Second reranking using the expanded training set.

2 Multi-writer Word Spotting with

Embedded Attributes

We propose an approach to multi-writer word spot-

ting, where the goal is to find a query word in a

dataset comprised of document images. We propose

an attributes-based approach (Figure 2) that leads to

a low-dimensional, fixed-length representation of the

word images that is fast to compute and, especially,

fast to compare. This approach naturally leads to

an unified representation of word images and strings,

which seamlessly allows one to indistinctly perform

query-by-example, where the query is an image, and

query-by- string, where the query is a string. We also

propose a calibration scheme to correct the attributes

scores based on Canonical Correlation Analysis that

greatly improves the results on a challenging dataset.

We test our approach on two public datasets showing

state-of-the-art results. We refer the reader to [2] for

further details.

Labeled word images
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model

Training
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Training
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Transcriptions
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Figure 2: Training process for i-th attribute model. A

classifier is trained using the FV representation of the

images and the i-th value of the PHOC representation

as label.
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1 Summary of Work

Colorectal cancer is the fourth most common cause
of cancer death worldwide and its survival rate de-
pends on the stage in which it is detected on hence
the necessity for an early colon screening. There are
several screening techniques but colonoscopy is still
nowadays the gold standard, although it has some
drawbacks such as the miss rate. Our contribution,
in the field of intelligent systems for colonoscopy,
aims at providing a polyp localization and a polyp
segmentation system based on a model of appearance
for polyps.

(a)

(b)

Figure 1: In this Thesis, we aim to: (a) locate and (b)
segment the polyp in the image.

To develop both methods we define a model of
appearance for polyps, which describes a polyp as
enclosed by intensity valleys. The novelty of our
contribution resides on the fact that we include in
our model aspects of the image formation and we
also consider the presence of other elements from the
endoluminal scene such as specular highlights and
blood vessels, which have an impact on the perfor-
mance of our methods. In order to develop our polyp
localization method we accumulate valley informa-
tion in order to generate energy maps, which are also
used to guide the polyp segmentation.

Our methods achieve promising results in polyp
localization and segmentation. As we want to ex-
plore the usability of our methods we present a com-
parative analysis between physicians fixations ob-
tained via an eye tracking device and our polyp lo-
calization method. The results show that our method
is indistinguishable to novice physicians although it
is far from expert physicians.
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1 Summary of Work

Automatic understanding of human activity and ac-
tion is a very important and challenging research area
of Computer Vision with wide scale applications in
video surveillance, motion analysis, virtual reality
interfaces, robot navigation and recognition, video
indexing, content based video retrieval, HCI, health
care, choreography and sports video analysis etc.

Our first approach towards this goal is based on a
probabilistic optimization model of body parts using
Hidden MarkovModel (HMM). This strong model
based approach is able to distinguish between simi-
lar actions by only considering the body parts having
major contributions to the actions, for example legs
for walking and jogging; arms for boxing and clap-
ping. Next approach is based on the observation that
the action recognition can be done by only using the
visual cue, i.e. human pose variation during the ac-
tion, even with the information of few frames instead
of examining the whole sequence. In this method,
actions are represented by a Bag-of-key-poses model
to capture the human pose changes during an action.

To tackle the problem of recognizing the action in
complex scenes, we propose a model free approach
which is based on the Spatio-temporal interest points
(STIPs) and local feature. To this end, a novel selec-
tive STIP detector is proposed which uses a mech-
anism similar to that of the non-classical receptive
field inhibition that is exhibited by most orientation
selective neurons in the primary visual cortex. An
extension of the selective STIP based action recog-
nition is applied to the human action recognition in
multi-camera systems. In this case, selective STIPs
from each camera view point are combined using the
3D reconstructed data, to form 4D STIPs (3D space

Figure 1: In this Thesis, we present a series of tech-
niques to solve the problem of human action recog-
nition in video.

+ time) for multi-view action recognition. The con-
cluding part of the thesis dedicates to the continu-
ous visual event recognition (CVER) on large scale
video dataset. This is an extremely challenging prob-
lem due to high scalability, diverse real environment
state and wide scene variability. To address these is-
sues, a motion region extraction technique is applied
as a preprocessing step. A max-margin generalized
Hough Transform framework is used to learn the fea-
ture vote distribution around the activity center to ob-
tain an activity hypothesis which is verified by a Bag-
of-words + SVM action recognition system.

We validate our proposed approaches on sev-
eral benchmark action recognition datasets as well
as small scale and large scale activity recognition
datasets. We obtain state-of-the results which shows
a progressive improvement of our proposed tech-
niques to solve human action and activity recognition
in video.
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Gonzàlez, ”View-invariant human action
detection using component-wise HMM of
body parts”, 5th International Workshop on
Articulated Motion and Deformable Objects
(AMDO’2008), Andratx, Mallorca, Spain, July,
2008

[9] Marco Pedersoli, Jordi Gonzàlez, Bhaskar
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1 Summary of Previous and Cur-
rent Work

This paper is a summary of the work that will ap-
pear in the PhD thesis. The thesis is in the field of
automatic analysis of Wireless Capsule Endoscopy
(WCE) data. More precisely we have been devel-
oping computer vision tools for automatical analysis
and characterization of intestinal motility events ac-
quired by WCE camera.

The graphical representation of the work carried
out in the last years is presented in the Fig. 1. The
work is divided into four main parts (chapters).

In the first chapter, we have tested various meth-
ods for motility visualization from WCE data and
proposed a novel one called Motility Bar based on
cost minimization by Dynamic Programming [2].
Motility Bar has permitted to see intestinal motility
holistically as a single image.

In the second chapter, we have developed several
models for automatic detection of different intestinal
events from both 1) individual video frames, e. g.
intestinal content [3] or wrinkles [1] and 2) Motil-
ity Bar, e. g. motility rhythms. Moreover, we have
used concentration inequalities to define intestinal
segments of similar motility. In particular, we have
been working with the concentration inequalities for
multivariate data streams.

In the third chapter, we have developed two types
of efficient labeling schemes based on concepts from
Active Learning that allow for quick labeling of huge
amounts of WCE data [5, 6]. Finally, the automatic
methods have been incorporated into a single model
to detect abnormal intestinal motility [4].

Figure 1: Graphical representation of work done dur-
ing PhD studies.

Publications

[1] S. Seguı́, M. Drozdzal, E. Zaytseva, C. Malage-
lada, F. Azpiroz, P. Radeva, and J. Vitrià, Detec-
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1 Serialized subgraph hashing

Graphs are an efficient data structure for representing
line drawings and (sub)graph matching naturally fits
with the problem of symbol spotting. On the other
hand, (sub)graph matching is an NP-hard problem.
But the number of graphical documents is increas-
ing day by day. So applying symbol spotting method
to any real life application demands it to be time
efficient. We propose a symbol spotting technique
in graphical documents with hashing the subgraphs.
We propose a graph serialization to reduce the usual
computational complexity of graph matching. Serial-
ization of graphs is performed by computing acyclic
graph paths between each pair of connected nodes.
Graph paths are one dimensional structures of graphs
which are less expensive in terms of computation. At
the same time they enable robust localization even
in the presence of noise and distortion. Indexing in
large graph databases involves a computational bur-
den as well. We propose a graph factorization ap-
proach to tackle this problem. Factorization is in-
tended to create a unified indexed structure over the
database of graphical documents. Once graph paths
are extracted, the entire database of graphical doc-
uments is indexed in hash tables by locality sensi-
tive hashing (LSH) of shape descriptors of the paths.
The hashing data structure aims to execute an ap-
proximate k-nearest neighbour search in a sub-linear
time. We have performed detailed experiments with
various datasets of line drawings and compared our
method with the state-of-the-art works. The results
demonstrate the effectiveness and efficiency of our
technique. The detailed of the work can be found
in [1].

1

Serialized Subgraph Matching for Symbol Spotting

Framework of the offline partLSH: binary encoding Retrieval using LSH

Graph representation

• The critical points obtained in the vectorization
method are considered as the nodes and the lines
joining them are considered as edges.

General framework

• Path computation:
acyclic paths
between each
connected line
segments.

• Path description:
Zernike moments.

• Hashing: LSH.

Anjan Dutta, Josep Lladós and Umapada Pal. “A symbol spotting approach in graphical documents by hashing serialized graphs". In Pattern Recognition (PR), 46 (3), pp.752-768,
March 2013.
Anjan Dutta, Josep Lladós and Umapada Pal. “Symbol Spotting in Line Drawings Through Graph Paths Hashing". In the Proceeding of the 11th International Conference on Document
Analysis and Recognition, pp. 982-986, Beijing, China, September, 2011.

Figure 1: Example of graphical representation of the
presented methodology.
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1 Previous Work

We developed a an approach for word spotting in

handwritten document images. We stated the prob-

lem from a focused retrieval perspective, i.e. lo-

cating instances of a query word in a large scale

dataset of digitized manuscripts. We combined two

approaches, namely one based on word segmenta-

tion and another one segmentation-free. The first

approach uses a hashing strategy to coarsely prune

word images that are unlikely to be instances of the

query word. This work was published in the 13th In-

ternational Conference on Frontiers in Handwritten

Recognition (ICFHR 2012).

We also developed an algorithm to segment lines

in any kind of handwritten documents. The algo-

rithm is robust to different document structure, skew

and warping disturbs. It is able to solve the problem

of touching lines finding the optimal way to separate

the touching components. The main idea of our algo-

rithm is to formulate line segmentation as finding the

optimal paths with minimum cost between two con-

secutive lines. This work is under review in IJDAR

journal

We proposed a word segmentation algorithm

which involves replacing the line segmentation of the

work developed by Manmatha et. al with a much

better line segmentation process inspired in the work

explained above. The new approach substantially im-

proves the final accuracy. The new line segmentation

process for off-line handwriting searches a minimum

energy path along the medial axis which divides con-

secutive text lines. Our method allows to segment

the lines coping with the difficulties of multi-skew

and touching components. This work was published

in the 13th International Conference on Frontiers in

Handwritten Recognition (ICFHR 2012).

2 Current Work: Word Spotting us-

ing structural information

The books of the Barcelona Cathedral dataset present

always the same structure: in the first pages appears

the index of the book and in the rest of the document

appears the marriage records. The index presents the

first surname of the husband and the wife and the

page where is the record. The record has, in the left

part, the surname of the husband. Both appear in the

same order, so, we can use methods of alignment to

do the matching between the indexes and the records.

We are developing two different Word Spotting

approaches where we use the structural/semantical

information.

The first one is centered in the Markov Logic Net-

works. We propose the use of Markov Logic Net-

works (MLN) to improve the results of word spotting

according to the stated hypothesis (Fig. 1). MLN is

a very powerful statistical relational learning model

that provides a very rich representation. The use of

MLN to model a grammatical structure offers more

flexibility in the definition of the rules, incremental

and simple learning,with respect to traditional lan-

guage models used in handwriting recognition. As

experimental setup, a database of handwritten mar-

riage licenses of the Barcelona Cathedral Archive has

been used. The documents are semi-structured in

records (paragraphs). Each record contains the in-

formation of a marriage using a regular structure, but

with some variations from one period to another, or

from one social status to another.

The second word spotting approach we are devel-

oping is based in the structural information. The

dataset (Llibre d’Esposalles) used in this work is

composed by 254 volumes, which each one has to
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Figure 1: Architecture of the MLN approach.

parts: the index of the book and the records. The in-

dex contains a relation of surnames of the husband

of the marriage and the page where appears the mar-

riage record. The records is compose by three parts:

on the left part the surname of ht husband, in the cen-

tral part the information of the record and on the right

part the tax to pay. The objective of this work is to do

the alignment between the words of the indexes (sur-

name of the husbands) and the surnames that appear

in the left column of the registers (Fig. 2). A char-

acteristic of these documents is the order in which

the words appear, they have the same order, but in

the pages of the records appears words interspersed.

So, the idea is to do a word-spotting using as input

queries the words of the indexes, and using the struc-

tural information that the words appears in the same

order, and discarding the words that appears in the

records between the true positives words.

Figure 2: Alignment of the indexes.
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1 Summary of Work

Understanding the content of the images is one of the
greatest challenges of computer vision. Recognition
of objects appearing in images, identifying and inter-
preting their actions are the main purposes of Image
Understanding.

The image reflected on the retina of the eye (hu-
man or robotic), or that, by extension, of a video or a
camera taking a picture, enables the user to conceptu-
alize its surroundings and, therefore, to interact with
it. For example, for an intelligent robot or a smart car
to function effectively, it is essential that they recog-
nize their environment to navigate safely. Similarly,
in the near future, web browsers will also need to
recognize the image contents in order for indexation
to take place. This thesis seeks to identify what is
present in a picture. Our objective is to categorize
and locate all objects within an image.

Firstly, to deepen the knowledge on the creation
of images, we suggest a method to recognize the
physical properties used to produce the image. By
combining photometric with geometric information,
we learn to distinguish between material edges and
scene alterations caused by shadows or light reflec-
tions.

Semantic segmentation focuses on resolving the
ambiguity within categories at the pixel-level. This
task is essentially done by adding contextual infor-
mation. We propose three scale levels in order to re-
solve such ambiguity. At low level, we learn whether
the appearance of a pixel resembles the object or not.
At middle level, we add information about the object
as a whole entity. At top level, we enforce consis-
tency with the rest of the scene, introducing the con-

Figure 1: In this Thesis, we seeks to identify what is
present in a picture, i.e. to categorize and locate all
objects within an image.

cept of semantic co-occurrence.

Finally, regarding object detection, we present two
new methods. The first one is focused on improving
the object representation at local level with the con-
cept of factorized appearances. An object is repre-
sented by several parts. Each of those can then be
represented by more than one local appearance. The
second method addresses the computational problem
of identifying and locating thousands of categories
of objects in an image. The main advantage of this
method is to create representations of objects which
can be reused for other objects, which reduces the
computational cost for the other categories.

The results given have been validated on sev-
eral commonly used datasets, reaching international
recognition and state-of-the-art within the field.
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1 Summary of Work

In this Thesis, we explored human action recognition
and pose estimation problems. Different from tradi-
tional works of learning from 2D images or video se-
quences and their annotated output, we seek to solve
the problems with additional 3D motion capture in-
formation, which helps to fill the gap between 2D
image features and human interpretations.

We first compare two different schools of ap-
proaches commonly used for 3D pose estimation
from 2D pose configuration: modeling and learn-
ing methods. By looking into experiments results
and considering our problems, we fixed a learning
method as the following approaches to do pose esti-
mation. We then establish a framework by adding a
module of detecting 2D pose configuration from im-
ages with varied background, which widely extend
the application of the approach. We also seek to di-
rectly estimate 3D poses from image features, instead
of estimating 2D poses as a intermediate module.
We explore a robust input feature, which combined
with the proposed distance measure, provides a solu-
tion for noisy or corrupted inputs. We further utilize
the above method to estimate weak poses,which is
a concise representation of the original poses by us-
ing dimension deduction technologies, from image
features. Weak pose space is where we calculate vo-
cabulary and label action types using a bog of words
pipeline. Temporal information of an action is taken
into consideration by considering several consecutive
frames as a single unit for computing vocabulary and
histogram assignments.

To validate the proposed methods, we use Hu-
manEva data set, IXMAS data set and TUM kitchen

Figure 1: In this Thesis, we explore the effect of 3D
motion data in 3D pose estimation and action recog-
nition problems.

data set. The experiments we conducted includes:
compare the performances of modeling and learn-
ing methods for estimating 3D poses from 2D poses
with the training set of HumanEva data set and TUM
kitchen data set under different conditions, like dif-
ferent performers, viewpoints, and action types; us-
ing state-of-art body part detectors, we detect 2D
pose configurations from HumanEva data set and
take 2D pose configurations as inputs for the pose
estimation framework; for action recognition, we use
cross validation to fix the dimension of weak poses
and the size of temporal steps; also in action recog-
nition experiments, we compare action recognition
accuracies from only 2D image features and incor-
porating 3D motion information.

From the work, we conclude that 3D motion data,
which solve the ambiguity of 2D representation it-
self, could be utilized directly for accurate pose es-
timation and aids to enhance action recognition ac-
curacies from 2D image sequences compared with
using solely 2D image features. In our future work,
we would like to explore how to improve the map-
ping mechanism from feature space to pose or action
space that would hopefully fill the semantic gap.
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Abstract In this work we present an automatic tu-
mor volume segmentation system of whole body
PET scans, which would provide a relevant quan-
titative and objective framework in clinical nuclear
medicine settings, specially in cancer response as-
sessment scenarios. We focus on supervised learn-
ing schemes and contextual learning strategies.
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1 Introduction

Positron Emission Tomography (PET) is a 3D nu-
clear medicine metabolic imaging technology widely
used in cancer management. Whole-body FDG-
PET/CT scans allow nuclear medicine physicians
to possibly identify any malignant activity at any
anatomical location throughout the patient’s body,
obtaining a global picture of the patient’s cancer
state and spread [1]. Quantitative information re-
garding the tumor volume, aggressiveness (related
to its metabolic activity) and spread is an impor-
tant complement in the clinical setting, since it of-
fers an objective way to summarize the overall pa-
tient’s cancer state (Fig. 1). However, expert-guided
tumor segmentation of whole body PET/CT scans
is highly time-inefficient and suffers from inter-and
intra-observer variabilities.

2 Method

To perform automatic segmentation of tumor regions
is an extremely complex task due to the highly vari-
able anatomical and physiological properties of hu-
man bodies. Fig. 2 summarizes our supervised learn-
ing framework design to deal with this problem.

Figure 1: Several whole body PET scans with differ-
ent degree of tumor presence and spread.

One key clinical application of oncological whole
body PET technology is cancer evolution assess-
ment, where physicians conclude about the patient’s
cancer progression or response condition (Fig. 3).
In the clinical setting, there is a lack of objective
quantitative information regarding the severity of the
cancer progression, which would prove very useful
in cancer treatment response analysis scenarios [2].
Fig. 4 shows our proposed framework for addressing
this problem in a completely automatic manner.

Figure 3: Patient’s cancer progression (left) and re-
sponse (right) clinical scenarios given two time con-
secutive (T and T+1) whole body PET scans.
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Figure 2: Automatic whole body PET tumor segmentation supervised learning framework.

Figure 4: Automatic cancer evolution assessment
framework. WB PET: Whole Body PET scan, ATS:
Automatic Tumor Segmentation, TVS: Tumor Vol-
ume Segmentation, DM: Decision Making.
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1 Summary of Work

Pedestrian detection is of paramount interest for

many applications, e.g. Advanced Driver Assistance

Systems, Intelligent Video Surveillance and Multi-

media systems. Most promising pedestrian detec-

tors rely on appearance-based classifiers trained with

annotated data. However, the required annotation

step represents an intensive and subjective task for

humans, what makes worth to minimize their inter-

vention in this process by using computational tools

like realistic virtual worlds. The reason to use these

kind of tools relies in the fact that they allow the au-

tomatic generation of precise and rich annotations

of visual information. Nevertheless, the use of this

kind of data comes with the following question: can

a pedestrian appearance model learnt with virtual-

world data work successfully for pedestrian detec-

tion in real-world scenarios?. To answer this ques-

tion, we conduct different experiments that suggest

a positive answer. However, the pedestrian classi-

fiers trained with virtual-world data can suffer the so

called dataset shift problem as real-world based clas-

sifiers does.

Accordingly, we have designed different domain

adaptation techniques to face this problem, all of

them integrated in a same framework (V-AYLA).

We have explored different methods to train a do-

main adapted pedestrian classifiers by collecting a

few pedestrian samples from the target domain (real

world) and combining them with many samples of

the source domain (virtual world). The extensive

experiments we present show that pedestrian detec-

tors developed within the V-AYLA framework do

achieve domain adaptation. Ideally, we would like

to adapt our system without any human intervention.

(a)

Figure 1: Domain adaptation framework (V-

AYLA:virtual-world annotations yet learning

adaptively) overview. Passive + domain adaptation

training.

Therefore, as a first proof of concept we also pro-

pose an unsupervised domain adaptation technique

that avoids human intervention during the adaptation

process. To the best of our knowledge, this Thesis

work is the first demonstrating adaptation of virtual

and real worlds for developing an object detector.

Last but not least, we also assessed a different strat-

egy to avoid the dataset shift that consists in collect-

ing real-world samples and retrain with them in such

a way that no bounding boxes of real-world pedestri-

ans have to be provided. We show that the generated

classifier is competitive with respect to the counter-
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part trained with samples collected by manually an-

notating pedestrian bounding boxes. The results pre-

sented on this Thesis not only end with a proposal

for adapting a virtual-world pedestrian detector to the

real world, but also it goes further by pointing out

a new methodology that would allow the system to

adapt to different situations, which we hope will pro-

vide the foundations for future research in this unex-

plored area.
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