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Abstract—The accuracy of object classifiers can significantly drop when the training data (source domain) and the application

scenario (target domain) have inherent differences. Therefore, adapting the classifiers to the scenario in which they must operate

is of paramount importance. We present novel domain adaptation (DA) methods for object detection. As proof of concept, we

focus on adapting the state-of-the-art deformable part-based model (DPM) for pedestrian detection. We introduce an adaptive

structural SVM (A-SSVM) that adapts a pre-learned classifier between different domains. By taking into account the inherent

structure in feature space (e.g., the parts in a DPM), we propose a structure-aware A-SSVM (SA-SSVM). Neither A-SSVM nor

SA-SSVM needs to revisit the source-domain training data to perform the adaptation. Rather, a low number of target-domain

training examples (e.g., pedestrians) are used. To address the scenario where there are no target-domain annotated samples,

we propose a self-adaptive DPM based on a self-paced learning (SPL) strategy and a Gaussian Process Regression (GPR).

Two types of adaptation tasks are assessed: from both synthetic pedestrians and general persons (PASCAL VOC) to pedestrians

imaged from an on-board camera. Results show that our proposals avoid accuracy drops as high as 15 points when comparing

adapted and non-adapted detectors.

Index Terms—domain adaptation, deformable part-based model, pedestrian detection

✦

1 INTRODUCTION

T RAINING accurate vision-based object classifiers
is essential to the development of reliable object

detectors. The main focus for training such classifiers
has been the search for the most appropriate image
representations and learning machines. In this context,
most of the methods for learning classifiers assume
that the training data (source domain) and the data
from the application scenario (target domain) are sam-
pled from the same probability distribution. However,
in many practical situations this is not the case since
even changes in the sensor device can break such an
assumption [1], [2]. In other words, a dataset shift can
be present [3] which significantly impacts the accuracy
of classifiers and therefore the overall reliability of the
overall object detectors. Accordingly, domain adaptation
(DA) techniques are crucial to maintain detection
accuracy across domains.

One of the most successful object detection methods
relies on the learning of a deformable part-based model
(DPM) using HOG-style features and a latent SVM
learning procedure [4]. The DPM can also account
for different components which, for instance, can be
used to more accurately model an object under dif-
ferent views. Therefore, the ability to adapt such a
rich model between different domains is essential.
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Accordingly, the overall aim in this paper is to provide
methods for performing domain adaptation of DPMs,
empathizing the adaptation of the DPM structure.

We can see a DPM as a particular case of a structural
model, where the components and parts define the
structure. Accordingly, we formulate the learning of a
DPM as a general latent structural SVM (SSVM) [5]–
[7]. Therefore, we cast the DA of a DPM as a particular
case of adapting general structural models. In this
context, we propose an adaptive structural SVM (A-
SSVM) method motivated by the adaptive SVM (A-
SVM) [8]. Furthermore, since A-SSVM works irrespec-
tive of the model structure (e.g., the parts and com-
ponents in a DPM), we also propose a structure-aware
A-SSVM (SA-SSVM) method. Remarkably, neither A-
SSVM nor SA-SSVM need to revisit the training data
from the source domain, instead a relatively low num-
ber of training examples (i.e., object instances) from
the target domain are used to adapt the structural
model that has been initially learned in the source
domain.

Although A-SSVM and SA-SSVM only require a
few manually annotated target-domain examples for
the adaptation, we also address the more challenging
situation of even avoiding such manual annotations.
In particular, we have devised an iterative method for
automatically discovering and labeling samples in the
target domain and re-training an adapted classifier
with them using either A-SSVM or SA-SSVM. Our
method applies a self-paced learning (SPL) strategy
[9] to re-train an initial model with increasingly dif-
ficult target-domain examples in an iterative way
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without requiring source-domain data. The proper
definition of what is an easy/difficult sample (example
or counter-example) is essential for the SPL. However,
in general it turns out that discovering easy/difficult
samples in a new domain is a non-trivial task. In this
paper, we apply Gaussian Process Regression (GPR)
for performing such a sample selection, which can also
simplify the SPL optimization procedure proposed in
[9]. We call our proposal the self-adaptive DPM.

As proof of concept, we apply the proposed tech-
niques to pedestrian detection, a very relevant topic
in computer vision. Classifying a candidate window
as pedestrian or background turns out to be a very
difficult task due to a combination of factors [10]–
[12]. In short, these factors are the huge intra-class
variability of both pedestrians and background, as
well as the changing imaging and environmental con-
ditions. Note that pedestrians are moving objects with
varying morphology, pose and clothes; they can be in
a large variety of indoor and outdoor scenarios; and
for some applications (e.g., driving assistance) images
are acquired from a moving vehicle. Thus, pedestrians
can be seen from different viewpoints at a range of
distances and under uncontrolled illumination. Dif-
ferent approaches that address the pedestrian detec-
tion problem have been proposed in the last decade.
Among them, the DPM is a state-of-the-art method
for this application [12] and for object detection [4] in
general.

We evaluate two different situations in the context
of adapting a pedestrian DPM. We adapt our pedes-
trian classifiers learned with synthetic data (i.e., root
annotations are generated automatically) to operate
on real-world images. Furthermore, we adapt the
generic person classifier from the PASCAL VOC to de-
tect people in INRIA data. In the former case the drop
in accuracy without adaptation is presumably due to
the fact that the synthetic and real-world data differ
in appearance. In the latter case the drop in accuracy
may be due to the large differences in typical views,
poses and resolutions between training and testing
data, which also represents a very challenging case.
The conducted experiments show that our proposals
avoid accuracy drops of as high as 15 percentage
points when comparing adapted and non-adapted
detectors.

The rest of the paper is organized as follows. In
section 2 we overview the domain-adaptation related
work, including approaches that focus on pedestrian
detection. In section 3 we summarize the main ideas
of the DPM and structural learning. In section 4 we
explain our supervised domain adaptation proposals
for DPMs, namely A-SSVM and SA-SSVM. In section
5 we present our self-adaptive DPM for working
with unlabeled or weakly labeled target domains. In
section 6 we assess the results of our proposals in the
field of pedestrian detection. Finally, in section 7 we
draw the main conclusions and future research lines.

2 RELATED WORK

The DA scenario has been explored for different ap-
plications by the machine learning community and re-
cently it is becoming more attractive to the computer
vision community. Focusing on DA of visual data, we
review SVM-based methods, including supervised,
semi-supervised and unsupervised approaches.

Supervised Methods: The most common approach
consists of a weighted combination of SVMs learned
in the source domain and SVMs learned in the target
domain [17], [18], [21], [22]. The principal drawback
of these methods is that they require both source and
target domain training data for the adaptation, which
makes it computationally expensive. It may even re-
sult in negative transfer (i.e., the accuracy decreases
for the target domain) as reported in [22]. Alterna-
tively, a feature replication approach is proposed in
[23], which jointly learns classifiers in both domains
with augmented features, i.e., source-domain data is
also required. Another approach, the cross-domain
SVM (CD-SVM) [24], selects the source domain sup-
port vectors that are close to the target domain and
also adds new support vectors from the target domain
to learn a new classifier. Nonetheless, in the case that
the target domain data are scarce, the learned classifier
may still be source domain oriented. The adaptive
SVM (A-SVM) proposed in [8] learns a perturbation
function that restricts the new decision boundary to
be close to the original source boundary. Furthermore,
several A-SVM variants have also been proposed, e.g.,
least-squares SVMs based method [25] and projective
model transfer SVM (PMT-SVM) [26].

In comparison to these works, our supervised meth-
ods, A-SSVM and SA-SSVM, share the advantages
of A-SVM and PMT-SVM of not requiring source-
domain training data for the adaptation process. Fur-
thermore, our proposals take into account structure
knowledge in feature space.

Semi-supervised / Unsupervised Methods: The domain
transform SVM (DT-SVM) of [27] minimizes the dis-
tribution mismatch of labeled and unlabeled samples
between different domains. The transductive SVM (T-
SVM) is employed in [21] for improving the accu-
racy of classifiers trained with weakly labeled web
images. The transform-based methods [28], [29] use
labeled source and unlabeled target data to construct
a manifold and learn a classifier from a projected
space. In [30], transform component analysis [31] is
used to adapt a car detector to the target domain but
the overall accuracy may be limited by the holistic
detector. Similar to us, the online DA of [32] also
applies GPR for re-scoring, but it treats each testing
image as an individual target domain, which implies
that a sufficient number of examples is required per-
image. This is the case in the original paper when
applied to face images, but the adaptation may be
poor if the target image contains very few examples.
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TABLE 1
Comparison of DA methods for pedestrian detection

Adaptation
method

Model Prior
model

Require
source data

Labeled tar-
get data

Unlabeled
target data

Cao et al. [13] Boosting Holistic no yes yes no
Pang et al. [14] Boosting Holistic no yes yes no
Vázquez et al. [1], [15] SVM Holistic no yes yes no
Vázquez et al. [16] T-SVM Holistic yes yes Optional yes
Wang et al. [17], [18] SVM Holistic yes yes Optional yes
Xu et al. [19] LDA, Boosting Holistic no yes yes no
Donahue et al. [20] PMT-SVM Mixture root yes yes yes yes (traject.)
This paper SSVM Part-based yes no Optional yes

In contrast to previous approaches, our self-
adaptive DPM uses non manually labeled target-
domain samples (or weakly labeled samples when
image-level labels are available [22]) that are automat-
ically discovered by an iterative process and without
requiring source-domain data. Unlike in [22], our
method does not rely on motion segments. Compared
to [32], our method leverages target domain examples
from multiple images and further incorporates GPR
for fine-level sample selection.

DA for Pedestrian Detection: Most of the related work
on DA for computer vision tasks is focused on object
recognition [33], while its application to object detec-
tion is quite limited. Table 1 briefly compares recently
proposed adaptive detection methods (especially for
pedestrian detection). Among these methods, [13],
[14], [19] are boosting-based approaches while the
others are SVM-based. The authors of [17], [18] use a
weighted combination to adapt a generic pedestrian
detector to a specific scene. Recently, the authors of
[20] proposed a semi-supervised DA approach which
combines an instance-constrained manifold regular-
ization with the PMT-SVM, where a few labeled target
domain examples are required. In [22], DA is applied
to adapt an object detector from video to images.
However, only a weighted combination of source and
target classifier is explored for DPM.

The authors of [1], [15] investigated the adaptation
of a holistic pedestrian model trained with virtual-
world samples to operate on real-world images. Using
a framework called V-AYLA, virtual-world samples
and real-world ones are fused for training and adapt-
ing a model within the so-called cool world. In these
works the focus is on relevant pedestrian descriptors
(HOG and LBP [1], Haar and EOH [15]) as well
as on the type of complementarity between virtual-
and real-world data. Here we go beyond in several
aspects: (1) we focus on a state-of-the-art pedestrian
detection method, namely the DPM, providing not
only adaptation of pedestrian descriptors but also of
the deformable model and the multiple components
(A-SSVM, SA-SSVM); (2) such an adaptation does
not require the use of the cool word anymore, i.e.,
the models are adapted by considering real-world

backgrounds and a relatively few pedestrians; (3) the
proposed self-adaptive DPM aims to avoid human
intervention during the adaptation process.

The authors of [16] also investigated the use of an
iterative unsupervised DA technique for the holistic
pedestrian detector based on HOG/Lin-SVM. This
technique is based on Transductive SVM and, in fact,
has turned out to be rather time consuming since
both labeled and unlabeled samples are used to learn
during each iteration. In comparison, instead of using
a fixed threshold, our self-adaptive DPM uses a com-
bination of SPL and GPR to handle unlabeled target
domain samples. Moreover, since we do not need
source-domain data for the adaptation, the learning
algorithm is faster than the one in [16].

3 DPM AND STRUCTURAL LEARNING

The DPM [4] is defined by one root filter and a pre-set
number of part filters. Part filters operate at twice the
resolution of the root filter. The root acts as reference
and all other parts are connected to this reference (star
model). To better capture intra-class variations, star
models can be further combined into a mixture of
components (e.g., representing different views).

To detect objects in an image, a sliding window
search is applied in the image pyramid. Suppose that
the DPM has M components and that each component
has K parts. Then, an object hypothesis is defined by
h = [c,p′

0, . . . ,p′

K ]′, c ∈ [1,M ], where pj = [uj, vj , sj]
′

specifies the position (uj , vj) and scale level sj of
part j ∈ [0,K], j = 0 identifies the root. The DPM
takes into account appearance features as well as part
deformations. Given a candidate image window x and
an associated hypothesis h, for a single component
c, the decision function can be written in terms of a
dot product between the parameter vector wc and the
feature vector Φc(x,h) as:

w′

cΦc(x,h) =

K∑

j=0

F′

cjφa(x,h)−
K∑

j=1

d′

cjφd(pj ,p0) + bc,

(1)
where φa(x,h) represents the appearance feature
vector (e.g., HOG descriptors), and φd(pj ,p0) =
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Fig. 1. Proposed framework for domain adaptation (DA) of the SVM-based deformable part-based model (DPM).
The figure shows the adaptation of a DPM-based pedestrian detector from a virtual-world source domain to a

real-world target domain. As DA module we propose an adaptive structural SVM (A-SSVM) and a structure-

aware A-SSVM (SA-SSVM), see Sect. 4. A-SSVM and SA-SSVM require target-domain labeled samples (e.g.,
a few pedestrians and background) that can be provided by a human oracle. Alternatively, we propose a strategy

inspired by self-paced learning (SPL) and supported by a Gaussian Process Regression (GPR) for the automatic
labeling of samples in unlabeled or weakly labeled target domains. The combination of SPL/GPR with either A-

SSVM or SA-SSVM gives rise to our self-adaptive DPM (see Sect. 5).

[dxj , dx
2
j , dyj, dy

2
j ]

′ is the deformation function of part
j with respect to part 0 (root). Fcj are the appearance
parameters, dcj is a four-dimensional vector speci-
fying the coefficients of deformation cost, and bc is
the bias term. For the multiple component model, the
one-vs-rest approach can be employed and the final
decision function is written as:

f (x) = maxh w′Φ(x,h), (2)

where w = [w′

1, . . . ,w′

M ]′, Φ = [0′

n1
, . . . ,Φ′

c, . . . , 0′nM
]′.

Thus, DPM training aims to learn an
optimum w which encodes the appearance
parameters and deformation coefficients.
Suppose we are given a set of training samples
(x1, y1,h1), . . . , (xN , yN ,hN) ∈ X ×Y ×H, where X is
the input space, Y = {+1,−1} is the label space, and
H is the hypothesis or output space. We write the
features as joint feature vectors Φ(x,h). In the DPM
case [4], h is not given and is therefore treated as a
latent variable during training.

The discriminative function of (2) can be learned
by the max-margin method, e.g., using latent SVM as
in [4]. The latest version of the DPM (version 5.0)
generalizes the SSVM and latent SSVM in a weak-

label SSVM, which subsumes latent SVM as a special
case [34]. Computing the optimum w for the score
function (2) is equivalent to solving the following
latent SSVM optimization problem:

minw
1

2
‖w‖2 + C

N∑

i=1

max
ŷ,ĥ

[w′Φ(xi, ĥ) + L(yi, ŷ, ĥ)]

︸ ︷︷ ︸
convex

−C
N∑

i=1

max
h

w′Φ(xi,h)

︸ ︷︷ ︸
concave

,

(3)
where parameter C is the relative penalty scalar

parameter, L(yi, ŷ, ĥ) represents the loss function, ŷ

the predicted label, and yi the ground truth label.
In particular, we use 0-1 loss for object detection,

i.e., L(yi, ŷ, ĥ) = 0 if ŷ = yi and 1 otherwise. The
latent SSVM optimization objective function (3) can be
viewed as minimizing the sum of a convex and con-
cave function and it can be solved by the coordinate
descend method as in [4] or by the general Convex-
Concave Procedure (CCCP) in [34], which is a simple
iterative procedure that guarantees the convergence to
a local minimum or a stationary point of the objective
function. For a comprehensive explanation, we refer
the reader to [5]–[7], [34].
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4 DOMAIN ADAPTIVE DPM

Based on the DPM framework, we propose our Do-
main Adaptive DPM (DA-DPM), which is illustrated
in Fig. 1. To adapt a DPM detector from a source
domain to a different target domain, we first assume
the supervised DA task. This means that both source
and target domain labels are given. Let DS

l denote the
labeled source domain and DT

l the labeled target do-
main. We assume that a DPM has been trained in the
source domain, we denote by wS the corresponding
parameter vector. Thus, our goal is to adapt wS to
the target domain, using a relatively low number of
target-domain labeled examples, so that we obtain a
more accurate model w for the new domain.

4.1 Adaptive SSVM (A-SSVM)

Our first proposal is based on the adaptive SVM (A-
SVM) [8], an effective DA algorithm that uses a prior
model and learns a perturbation function based on
a pre-trained source classifier. We extend it for struc-
tural learning, namely adaptive SSVM (A-SSVM).

Given the source model wS , the final classifier fT

is defined by

fT (x) = max
h

[wS ′

Φ(x,h) + ∆w′Φ(x,h)︸ ︷︷ ︸
∆f(x)

] , (4)

where ∆f(x) is called the perturbation function,
∆w = w−wS , wS is the prior model, and w the final
adapted model. The basic idea is to learn a new de-
cision boundary close to the original source decision
one. The new decision function (4) can be obtained by
solving the following optimization problem:

min∆wR(∆w) + CL(∆w,DT
l ), (5)

where R is a regularizer, L represents the loss term
on target data, and C is a penalty scalar parameter as
in (3). Furthermore, (5) can be explicitly written as:

minw,ξ

1

2
‖w−wS‖2 + C

∑N

i=1 ξi

s.t. ∀i, y,h, ξi ≥ 0, ∀(xi, yi) ∈ DT
l

w′Φ(xi,hi)−w′Φ(xi,h) ≥ L(yi, y,h)− ξi ,

(6)

where yi and hi are the ground truth label and object
hypothesis, y and h represent all the alternative out-
put label and object hypothesis, and ξ = [ξ1, . . . , ξN ]′.

The regularization term shows that A-SSVM adapts
the model learned in the source domain towards the
target domain by regularizing the distance between
w and wS . Equivalent to the optimization of SSVM
[35], the primal form minimization problem of (6)
has its closely related maximization dual form prob-
lem. By introducing the Lagrange multiplier α =
[α1, . . . , αN ]′, we can analyse the DA in the dual form:

maxα
∑

i,y,h αi(y,h)[L(yi, y,h)−wS ′

∆Φ
i,h]

−1

2

∑
i,y,h

∑
j,ŷ,ĥ

αi(y,h)αj(ŷ, ĥ)∆Φ
i,h∆Φ

j,ĥ

, (7)

Fig. 2. Domain adaptation for DPM: Structure-aware

Adaptive Structural SVM (SA-SSVM).

where y,h, ŷ, ĥ are alternative labels and object hy-
potheses other than the ground truth, and ∆Φi,h =

wS ′

[Φ(xi,hi) − Φ(xi,h)]. Comparing (7) to the dual
form of the standard SSVM [35], the only differ-
ence comes from the fact that (7) contains the term
wS ′

∆Φ
i,h . Let Ls = wS ′

∆Φ
i,h. Then Ls < 0 indicates

that the output is incorrectly predicted by the source
classifier in the target domain. Therefore, a larger
αi is preferred in order to maximize the dual form
(7) and vice versa. Note that only the target-domain
samples xi ∈ DT

l are used during the training and
αi is equivalent to the weight of the vector xi. Thus,
the A-SSVM tunes the model parameters towards the
target-domain data.

4.2 Structure-aware A-SSVM (SA-SSVM)

The A-SSVM regularization constrains the new classi-
fication hyperplane should to not deviate far from the
source one, and thus it requires that the source and the
target domains have the same feature representation
and similar feature distributions. This is very strict for
a mixture component part-based model. First of all,
it does not take into account the inherent structure
knowledge of the model. Secondly, it may not be
effective when the source and the target domains
have significant differences in the feature space, e.g.,
substantial differences in view or pose distribution.
Since we use the joint feature map, i.e., Φ(x,h) for
structure learning, the learned hyperplane parame-
ters naturally encode the structural knowledge from
the space X × H. For example, by taking a deeper
look at the learned DPM hyperplane, its correspond-
ing parameter vector can be divided into blocks by
the mixture components or parts. This motivates us
to consider adapting a prior model with structural
knowledge, namely our structure-aware A-SSVM (SA-
SSVM).
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Fig. 2 illustrates the SA-SSVM method with a per-
son DPM. First, we learn the DPM in the source
domain. This model, wS , consists of components:
half body and full body, as well as persons seen
from different viewpoints. Each component consists
of parts: head, torso, etc. To adapt this DPM to a
different domain, we decompose the structural model

as wS = [wS
1
′

, . . . ,wS
P

′

]′, where P is the number
of partitions. Note that each component, wS

p , may
contain both appearance and deformation parameters.
The decomposed model parameters are adapted to
the target domain by different weights, denoted by
βp, p ∈ [1, P ] as in Fig. 2. In order to learn these adap-
tation weights, we further introduce a regularization
term ‖β‖2 in the objective function, and we use a
scalar parameter γ to control the relative penalty to
the hyperplane parameter regularization term.

We define ∆w = [∆w′

1, ...,∆w′

P ]
′, β = [β1, . . . , βP ]

′,
where ∆wp = wp − βpwS

p , and p ∈ [1, P ]. The
regularization term of A-SSVM in (5) can be modified
as:

R
(
w,β,wS

)
=

1

2

(
γ‖β‖2 +∑P

p=1 ‖∆wp‖2
)
. (8)

The SA-SSVM optimization is then formulated as:

minw,β,ξR
(
w,β,wS

)
+ C

∑N

i=1 ξi

s.t. ∀i, y,h, ξi ≥ 0, ∀(xi, yi) ∈ DT
l

w′Φ(xi,hi)−w′Φ(xi,h) ≥ L(yi, y,h)− ξi .

(9)

There are two parameters to be optimized in the SA-
SSVM objective function (9), i.e., β and w.

Directly optimizing (9) is difficult using off-the-
shelf tools. By re-arranging the feature and param-
eter representation, we convert (9) into a quadratic
programming (QP) problem which can be solved by
a standard SVM solver. We introduce a concatenated
vector w̃ = [∆w′,

√
γβ′]′ and

Φ̃(xi,h) = [Φ(xi,h)
′

,
1√
γ
ΘS(xi)

′

]′, (10)

where ΘS(xi) = [wS′

1 Φ1(xi,h), ...,wS′

P ΦP (xi,h)]′, and
Φp(x,h) stands for the features of part p given the can-
didate x and the hypothesis h. Then, the optimization
problem in (9) can be rewritten as follows:

minw̃,β,ξR(w̃) + C
∑N

i=1 ξi

s.t. ∀i, y,h, ξi ≥ 0, ∀(xi, yi) ∈ DT
l

w̃′Φ̃(xi,hi)− w̃′Φ̃(xi,h) ≥ L(yi, y,h)− ξi ,

(11)

where R(w̃) =
∑P

p=1 ‖w̃p‖2 and w̃p = [∆wp
′,
√
γβp]

′.

Note that the regularization term R(w̃) is convex
and the loss term in (11) is also convex, thus the
objective function of SA-SSVM is convex. In the fol-
lowing, we discuss several properties of the proposed
SA-SSVM.

Part-level adaptation. In contrast to A-SVM, adap-
tive regularization is performed on partitions. Analo-
gously to the A-SSVM decision function (4), we can
write the SA-SSVM decision function as:

fT (x) = max
h

[

P∑

p=1

βpwS
p

′

Φp(x,h) + ∆w′Φ(x,h)︸ ︷︷ ︸
∆f(x)

]. (12)

Compared to (4), (12) decomposes the pre-learned
classifier into a set of part classifiers and the final score
is a weighted combination of the prior part classifiers
and the perturbation functions. Thus, it takes into
account the structural knowledge of the prior model.

Part-level regularization is also proposed in [36],
however the parts are taken from multiple holistic
templates for transfer learning and the new model
is still a rigid holistic template. In contrast to [36],
we consider the structure in the single prior model
and perform decomposition to the part-based model.
The part appearances as well as the deformation in
the prior model are adapted in the new model. Using
structural correspondence for DA was also proposed
in [37]. Structural correspondence is learned with
the extracted pivot features from source and target
domains. However, the method is specially designed
for cross-language text classification tasks.

Properties of γ. The regularization term γ‖β‖2
controls the adaptation degree of the model. As can
be seen from the primal form of the objective function
(8) and (9), when γ → ∞ βp is forced to be zero,
due to the infinite penalty. Thus (9) converges to non-
adaptive SSVM. As γ → 0, the penalty on βp is small,
thus it adapts more to the prior model.

Feature augmentation. Note that the joint feature
representation in (10) is a concatenation of Φ(xi,h)
and the part responses of the source classifiers, as
ΘS(xi). Thus, for the adapted classifier w̃, Φ̃(xi,h) is
an augmented feature with responses in ΘS(xi).

We can also analyze the properties of the dual form.
Letting α be the Lagrange multiplier, the dual form
of the optimization problem (11) can be written as:

maxα
∑

i,y,h αi(y,h)L(yi, y,h)

−1

2

∑
i,y,h

∑
j,ŷ,ĥ

αi(y,h)αj(ŷ, ĥ)∆Φ̃′

i,h
∆Φ̃

j,ĥ
,

(13)

where the expression ∆Φ̃′

i,h
∆Φ̃

j,ĥ
= ∆Φ

i,h
′∆Φ

j,ĥ
+

1

γ
(wS′

∆Φ
i,h)(w

S′

∆Φ
j,ĥ

) is defined by the labeled

training data from the target domain. Thus, the kernel
∆Φ̃′

i,h
∆Φ̃

j,ĥ
takes into account both visual information

from the new domain data and the partial responses
of the pre-learned model, which can lead to better
discriminative power. Again we see that γ controls
the degree of adaptation, as γ → ∞ indicates no
adaptation and γ → 0 indicates maximum adaptation.
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Algorithm 1 Supervised DA-DPM

Input: wS , ǫ, target-domain training samples:
DT

l = {(xi, yi)}, i ∈ (1, N).
Output: w
0: w← wS

1: Repeat
2: Update h∗

i = argmaxh w′Φ(xi,h), ∀i.
3: Update w by fixing the hidden variables to h∗

i

and solving the DA optimization problem with A-
SSVM (6) or SA-SSVM (11).
4: Until the objective function ((6) or (11)) cannot
be decreased below tolerance ǫ.

4.3 Supervised DA-DPM Algorithm

We apply the proposed A-SSVM and SA-SSVM al-
gorithms to learn a domain adapted DPM. The A-
SSVM and SA-SSVM are built on the SSVM, which
assumes that the ground truth of all outputs h is
given. To apply these techniques to the DPM, we
incorporate the latent variables by decomposing the
objective functions as the sum of convex and concave
parts as in (3), thus we can employ the CCCP to
solve the latent A-SSVM and SA-SSVM optimization
problems. The procedure is formalized in Alg. 1. This
algorithm has two main parts: (1) updating the hid-
den variables (step 3) by approximating the concave
function with a linear upper bound; and (2) fixing
the hidden variables and updating the parameters
by solving a convex A-SSVM or SA-SSVM learning
problem.

5 SELF-ADAPTIVE DPM

5.1 Self-paced Learning (SPL)

To address a DA scenario without target-domain la-
beled data, we could directly apply the source de-
tector to discover examples (positive samples) and
counter-examples (negative samples) in the target do-
main, and then use them to run A-SSVM or SA-SSVM.
However, these collected samples may contain a large
number of false positives, due to the domain shift and
the inherent detection error of any classifier. In that
case, the DA method can get stuck in a local optimum
with high training error due to the fact that the CCCP
(and so Alg. 1) considers all samples simultaneously.
A strategy analogous to SPL, which starts with the
easiest samples and gradually considers more complex
ones, can be employed to handle this problem.

In SPL, the easy samples are defined as those with
the highest level of confidence [38], where such a
confidence relies on a SVM-based classification score
in our case (e.g., the highest absolute value of the
score could indicate higher classification confidence).
At this point we face a scenario where we must
apply a source-domain classifier in a target domain
without labels. Therefore, we must distinguish be-
tween positive and negative target-domain samples

0.2 0.4 0.6 0.8 1 1.2
-0.5

0

0.5
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2

Features projected to 1-D

S
co
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Easy samples
Uncertain samples
Selected samples
Rejected samples

Fig. 3. Sample selection by GPR (see main text for
details). The horizontal axis runs on the sample fea-

tures projected to 1-D for visualization. The triangles
are re-scored values from the diamonds, with vertical

segments indicating the ±3σ∗,i variance range. The

solid horizontal line draws the threshold r and the
dashed one r + θ. An uncertain sample is selected if

its variance range is over r + θ.

and determine for which samples the decision was
easy, all in presence of a domain shift. Accordingly, a
simple threshold on the absolute value of the clas-
sification score is not an appropriate measure for
determining if a sample is easy or not, because: (1)
if the easy samples are selected too conservatively
(high threshold), the adaptation would be poor since
these samples are far away from the hyperplane
margin and more likely source-domain oriented; and
(2) if the easy samples are aggressively selected (low
threshold), many mislabeled ones may be collected for
the adaptation. Therefore, rather than defining easiness
according to a fixed threshold directly applied to our
SVM-based classification scores, we propose a more
adaptive sample selection process based on a GPR.

5.2 Gaussian Process Regression (GPR)

Sample selection must collect object examples and
counter-examples (background) from a training se-
quence of target-domain unlabeled images. The ex-
amples will be selected from the detections returned
by the current detector (i.e., the source-domain one or
an intermediate target-domain adapted version of it).
The counter-examples can be selected as background
windows overlapping little with the detections (e.g.,
we use a 10% overlapping threshold). Alternatively,
images labeled as object-free (weak labeling) can be
used for sampling counter-examples. Collecting ex-
amples from the target-domain detections following
the SPL relies on a GPR as follows.

We define the thresholds r and r, r ≥ r, that
divide detections into conservative and aggressive sets.
The conservative set, DTr , contains the easy examples,
defined as those detections with score above r, i.e.,
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DTr = {(xi, zi) : zi ≥ r}, where zi is the classification
score of detection xi. False positives are very unlikely
in this set. The aggressive set, DTr , contains the detec-
tions with score above r, i.e., DTr = {(xi, zi) : zi ≥ r}.
The aggressive set minus the conservative one, i.e.,
DTr\r = {(xi, zi) : r ≤ zi < r}, is a set of uncertain
samples. It contains true positives but containing false
positives is more likely than for DTr . In Fig. 3 the
squares are in DTr (easy examples) and the diamonds
in DTr\r (uncertain samples).

A-SSVM and SA-SSVM assume that the target sam-
ples have error-free labels. Thus, assigning a proper
class to the uncertain samples is important. Accord-
ingly, we propose to use DTr as confidently classified
examples for predicting the scores of the samples in
DTr\r according to a GPR [39]. In particular, we apply
a standard linear regression with Gaussian noise,
z = w′Φ(x) + η, where Φ(x) is the feature vector, w is
the weight vector and η ∼ N (0, σ2

z) is the noise term.
In our case, the feature vector consists of the concate-
nation of the appearance and deformation features of
the DPM, i.e., φa and φd in Eq. (1). We assume a zero
mean Gaussian prior on w, i.e., w ∼ N (0,Σ). We use
X to denote the aggregated column vector input from
the observed set DTr , and X∗ is the analogous for
DTr\r . The joint density of the observed set and the
noise-free function f∗ on the test set DTr\r is given by
[

z

f∗

]
∼ N

(
0,

[
K(X,X) + σ2

zI K(X,X∗)

K(X∗,X) K(X∗,X∗)

])
, (14)

where K() is the kernel function for computing the
covariance; we use a squared-exponential kernel [39].
The resulting predictive distribution p(f∗|X, y,X∗) is a
Gaussian with mean and covariance defined as:

f∗,i = K(x∗,i,X)[K(X,X) + σ2
zI]−1y,

σ∗,i = K(x∗,i, x∗,i)

−K(x∗,i,X)[K(X,X∗) + σ2
zI]−1K(X, x∗,i).

(15)
In analogy with [9], we use variables υi indicating

if the ith sample is selected (υi = 1) or not (υi = 0):

υi =

{
1,
(

f∗,i − 3σ∗,i ≥ r + θ, x∗,i ∈ DTr\r

)
∨ xi ∈ DTr ,

0, otherwise
(16)

We use f∗,i − 3σ∗,i to ensure that the confidence of
the predicted output score is higher than 99.7%. The
parameter θ > 0 controls the degree of the acceptance
for the samples in DTr\r and we use θ = 0.05 in
practice. The process is illustrated in Fig. 3.

5.3 Self-adaptive DPM Algorithm

Our self-adaptive DPM is sketched in Alg. 2. At each
iteration, we apply GPR to DTr ,DTr\r and compute
the υi. Supervised DA-DPM (A-SSVM or SA-SSVM)
relies on the easy examples and the selected uncertain
ones (υi = 1). Since r decreases by a factor of ∆ > 0

Algorithm 2 Self-adaptive DPM

Input: wS , r, r, θ,∆, ǫ.
Output: w
0: w← wS

1: Repeat
2: Collect DTr ,DTr in the target domain using w.
3: Apply GPR to DTr ,DTr\r and update υi by (16).
4: Update h∗

i = argmaxh w′Φ(xi,h).
5: Update w by fixing the hidden variables to h∗

i

and solving the corresponding DA optimization
problem: A-SSVM (6) or SA-SSVM (11).
6: r← max(r −∆, r).
7: Until r = r or the objective function ((6) or (11))
cannot be decreased below tolerance ǫ.

at each iteration (step 6), DTr grows and more diffi-
cult examples are progressively selected. The training
process runs until r reaches r or the objective function
(i.e., (6) for A-SSVM or (11) for SA-SSVM) cannot be
decreased below a tolerance ǫ. We remark that our
self-adaptive DPM computes the υi at step 3 in an
explicit way (Eq. (16)), while in the SPL proposal of [9]
solving a biconvex optimization problem is required
for computing them (see Eq. (4) in [9]). In particular,
[9] runs an alternative convex search (ACS).

6 EXPERIMENTS

We built our DA framework based on the latest release
of the DPM, i.e., the DPM 5.0 framework [40]. We
evaluate first the accuracy of our supervised DA-
DPM proposals. We evaluate our self-adaptive DPM,
showing its accuracy with and without the GPR.

As we are interested in pedestrian detection, all the
experiments rely on public pedestrian datasets. We
adapt a generic person detector from the PASCAL
VOC 2007 Person dataset to the INRIA pedestrian
dataset. In this case, the domain shift is mainly due
to the differences in the data distributions in terms
of viewpoints and poses. Moreover, following [1], we
adapt a pedestrian classifier learned with synthetic
data (virtual world) to operate on real-world images.

We use the Caltech evaluation framework [12] fol-
lowing the reasonable setting criterion, i.e., detectable
pedestrians are those taller than 50 pixels and without
heavy occlusion. Thus, we assess the accuracy of
a particular pedestrian detector by using per-image
evaluation, i.e., computing curves depicting the trade-
off between miss rate and number of false positives per
image (FPPI) on a logarithmic scale. For single detection
accuracy we use one minus the average miss rate in
the [10−2, 100] FPPI range. Moreover, since the target
domains are sampled for collecting training data, each
DA experiment is repeated five times.

As in [1], to compare our proposals with the state-
of-the-art we apply a paired Wilcoxon test [41] on the
accuracy measures collected from the experiments.
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6.1 Implementation details

Our DA proposals can be seen as plug-ins for the
DPM framework. The solver for optimizing A-SSVM
and SA-SSVM is based on the quasi-Newton LBFGS
method [42] as in the DPM 5.0 framework [40]. We
also use a data-mining procedure to maintain a fea-
ture cache with the support vectors, and the mini-
mization of the objective functions is restricted to the
cache. Note that in the CCCP the data mining of the
examples (i.e., the pedestrians in these experiments) is
performed on a constrained set. In particular, the valid
examples detected by the model in each iteration are
required to have at least 70% overlap with the ground
truth bounding box. In the self-adaptive case there
are no ground truth bounding boxes, so we designate
the detected bounding box with the highest score as
ground truth. The SPL is implemented to replace the
original CCCP. In contrast to the CCCP which uses the
entire dataset at each iteration, the SPL first takes the
discovered easy examples and gradually collects the
difficult ones. Moreover, we use the implementation
of [39] to compute the GPR. For the parameters in Alg.
2, we fix r by −0.5. The initial value of r̄ is estimated
in the source domain, which ensures high detection
accuracy (> 90%), and we set ∆ = 0.05.

In practice, the optimization of the DA converges
very fast. We use only two iterations for CCCP, and
at each iteration we do data mining twice. For the
SPL, we iterate three times and apply data mining
twice in each loop. Note that our DA methods only
require very few training examples, thus the training
is very fast. For instance, training a DA-DPM with 100
pedestrians and 1, 000 negative images takes less than
20 minutes in a 3.60GHz × 4 modern desktop PC.

6.2 Experiment Settings

6.2.1 Datasets

Virtual-world pedestrians. We use a video game to
collect realistic images from virtual urban scenarios as
in [43]. We collect images at a resolution of 640× 480
pixels, which contain objects from six principal classes
under different illumination conditions, namely road,
tree, building, vehicle, traffic sign and pedestrian.
These images have an associated pixel-wise segmen-
tation of the contained pedestrians, which allows us
to automatically extract their ground truth bounding
boxes. Overall, we obtained 2, 000 pedestrian samples
for training, covering typical pedestrians views and
poses as seen from an on-board vision system.

PASCAL VOC person. We use the PASCAL VOC
2007 Person dataset which contains a large number
of general person images, including outdoor vertical
full body persons and indoor half body ones, all of
them with different poses and some of them highly
occluded. The DPM person detector trained on VOC
2007 dataset has six components and eight parts (see
the prior model in Fig. 2) and is publicly available

TABLE 2
Different types of learned classifiers.

SRC Trained with labeled source data.

TAR
Trained with labeled target data. For a fair
comparison, we initialize the structure of TAR
with the source DPM.

MIX Trained with source and target labeled data.

(S)A-SSVM
Adapted by following Alg. 1, i.e. with a source
model and labeled target data.

PMT-SSVM
A-SSVM variant that we have developed by
extending the PMT-SVM [26] for DA of the DPM.

SA-SSVM-C
SA-SSVM variant where the DPM parameters are
partitioned at component level.

U-SA-SSVM

Adapted with target images where the pedestrians
are unlabeled, Alg. 2 is followed setting the
SA-SSVM case and relying on the threshold r̄ to
select easy examples (GPR not applied).

U-SA-SSVM-GPR As U-SA-SSVM but using the GPR.

from [40]. The components are trained with person
samples of different aspect ratios and views.

Real-world pedestrians. We use popular pedestrian
detection datasets, namely INRIA [44], ETH [45], KIT
[46], Caltech [12] and CVC (N.02) [47]. Except INRIA,
the other datasets are image sequences taken from on-
board cameras. In particular, the ETH dataset contains
three sub-sequences from on-board cameras, namely
Bahnhof, Jelmoli, and Sunny Day. These sequences are
taken in different scenarios and they are named here
as ETH0, ETH1 and ETH2 respectively. In all cases
pedestrians are standing, either walking or stopped.
Caltech and INRIA have separate training and testing
sets, for CVC we use the first four sequences for
training and the other ten for testing, while for KIT
and ETH training images are obtained by sampling
the respective sequences keeping the remaining of the
sequences for testing. It is worth mentioning that IN-
RIA and Caltech can be considered as weakly labeled
since their training sets are split into pedestrian-free
images and images with annotated pedestrians. This
is not the case for ETH, KIT and CVC.

6.2.2 Learned classifiers

We train the types of classifiers shown in Table 2.
For TAR, MIX, A-SSVM, SA-SSVM, SA-SSVM-C, and
PMT-SSVM we use 100 randomly selected target-
domain training pedestrians. For MIX the full source
dataset is used too. For U-SA-SSVM and U-SA-SSVM-
GPR, we use 150 randomly selected target-domain
training images which contain at least 100 pedestrians,
but without considering manually annotated bound-
ing boxes. The number of target-domain training
images from which to collect background windows
is fixed to 1000. For INRIA and Caltech these are
pedestrian-free images. For the rest of the datasets
these images contain pedestrians, thus background
windows are obtained as those overlapping less than
a 10% with the annotated pedestrian bounding boxes.
The parameter γ in SA-SSVM is fixed by cross vali-
dation for all the experiments (γ = 0.08).
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Fig. 4. Results of adapting PASCAL VOC 2007 DPM

person detector to work on the INRIA pedestrian
dataset. Percentages correspond to the average miss

rate within the plotted FPPI range. Vertical segments

illustrate the variance over five runs per experiment.

6.3 Experiments on supervised DA-DPM

6.3.1 PASCAL to INRIA

We adapt the general person DPM (six components,
eight parts) based on PASCAL dataset to detect pedes-
trians in INRIA testing images. Figure 4 shows the
accuracy of the different detectors. We evaluated pure
mixture of roots (no parts) and part-based models.

6.3.2 Virtual to ETH, KIT, Caltech, and CVC

We adapt a pedestrian DPM (three components, five
parts) trained with virtual-world data to operate on
real-world datasets. For completeness, we include the
original HOG/Lin-SVM holistic detector [44] and the
DPM state-of-the-art one (Lat-SVM) [4] (three com-
ponents, eight parts). Lin-SVM and Lat-SVM training
uses the full INRIA training set. In fact, a widespread
approach consists in training the classifiers using the
INRIA training set and then testing on other datasets
[12]. Accordingly, we have included analogous ex-
periments. In particular, A-SSVM(*) and SA-SSVM(*)
stand for adaptation to INRIA as a sort of intermediate
domain. However, our interest is the direct adaptation
to the final real-world domain, i.e., to ETH0, ETH1,
ETH2, KIT, Caltech, or CVC. The accuracy results of
our proposals using intermediate and direct adapta-
tion are listed in Table 3. In Fig. 5, we complete the
accuracy results based on direct adaptation. Finally,
Table 4 shows the adaptation accuracy for the pure
mixture of roots (three roots, no parts) and the part-
based models.

6.3.3 Discussion

According to Figs. 4 and 5, TAR shows poor accu-
racy and high variability, which is due to the low
number of target pedestrians used for training. Even
SRC performs clearly better than TAR in all cases
except the PASCAL-to-INRIA part-based one, which
is because the person poses on the PASCAL dataset
are too different from those in the INRIA one, while
the virtual-world (source) data covers poses similar to
the real-world (target) data. MIX clearly outperforms
SRC and TAR (INRIA Mixture of Roots, ETH, KIT,
CVC) or at least does no harm (INRIA part-based,
Caltech). These observations agree with the results of
[1]. SSVM adaptations clearly outperform SRC and
TAR. The same happens for MIX, except for the ETH1
case where PMT-SSVM and MIX perform similarly.
However, we remark that, contrarily to SSVM adap-
tations, MIX requires re-training with the source data.
Thus, we focus on analyzing SSVM DA.

Regarding SA-SSVM, we assessed whether to make
it aware of the DPM structure of parts or of com-
ponents. We used the PASCAL-to-INRIA adaptation
problem since the domain shift is not only due to the
use of different sensors, as in the virtual-to-real case,
but also to large pose differences as mentioned before.
In Fig. 4 top, we see that SA-SSVM accuracy (part
aware) is 1.5 points better than SA-SSVM-C accuracy
(component aware). Thus, in the rest of SA-SSVM
experiments we used the part-aware setting.

Table 3 shows how the intermediate adaptations, A-
SSVM(*) and SA-SSVM(*), outperform the SRC model
in most of the cases. In fact, for CVC the accuracy
of SA-SSVM matches Lat-SVM, while for ETH2, KIT
and Caltech SA-SSVM clearly outperforms Lat-SVM
(∼ 12, 4, and 6 points, respectively), and for ETH1
and ETH2 Lat-SVM is still better (∼ 7 and 6 points,
respectively). We remind that Lat-SVM is trained with
the full INRIA training set, i.e., using 1, 208 pedes-
trians, while SA-SSVM only uses 100 (∼ 8%) for the
adaptation from the virtual-world (source) model. In
any case, we see that the direct adaptations, A-SSVM
and SA-SSVM, clearly outperform their intermediate
counterparts, especially SA-SSVM. Thus, for the rest
of experiments we assumed the direct adaptation
setting.

The accuracy of A-SSVM and SA-SSVM have also
been assessed for pure mixture-of-roots models. Since
parts are not available, for SA-SSVM the component-
aware strategy is used. In Fig. 4 bottom, we see the
PASCAL-to-INRIA case, and in Table 4 the virtual-to-
real one. Observe that A-SSVM and SA-SSVM clearly
outperform SRC (Mix. of Roots ∆a and ∆sa in Table 4
show the respective accuracy gains for the virtual-to-
real case), thus there is domain adaptation. However,
as can be seen in Table 4, deformable part-based mod-
els achieve a higher relative gain than the mixture-of-
roots models for the virtual-to-real case (Part-based
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TABLE 3
DA from virtual to real world using different models (see main text). Average miss rate (%) is shown.

Method/Dataset ETH0 ETH1 ETH2 KIT Caltech CVC
Lin-SVM 59.6 64.8 74.3 76.5 68.5 63.9
Lat-SVM 49.6 48.9 55.2 58.0 63.3 41.8

Method/Dataset ETH0 ETH1 ETH2 KIT Caltech CVC
SRC 63.1 58.8 48.5 53.3 64.9 45.9
A-SSVM(*) 59.6±1.3 56.4±0.9 45.0±1.5 51.5±1.4 59.5±1.8 43.2±0.8
SA-SSVM(*) 57.0±1.2 54.9±0.6 43.2±1.7 53.7±0.4 57.3±0.6 41.0±0.9
A-SSVM 56.0±0.5 53.2±0.5 37.6±0.8 45.0±0.5 58.6±0.6 32.5±0.7
SA-SSVM 54.7±0.3 51.5±0.4 35.5±0.3 44.2±0.7 56.1±0.6 30.8±0.3
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ETH1

70.97% TAR
58.80% SRC
54.67% PMT-SSVM
54.62% MIX
53.23% A-SSVM
51.52% SA-SSVM
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ETH2

60.25% TAR
48.46% SRC
43.64% MIX
40.34% PMT-SSVM
37.60% A-SSVM
35.49% SA-SSVM
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KIT

84.85% TAR
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Caltech

87.78% TAR
63.39% SRC
62.90% MIX
58.64% A-SSVM
57.58% PMT-SSVM
56.08% SA-SSVM
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Fig. 5. Supervised adaptation of DPM from virtual world to specific real-world scenes.

∆a and ∆sa in Table 4 show the corresponding ac-
curacy gains, computed from SRC, A-SSVM and SA-
SSVM of Table 3). The PASCAL-to-INRIA case is an
exception, which is due to the fact that person views
at PASCAL dataset are quite different than the ones
in INRIA, and therefore strong adaptation can be
expected already at component level. Note that in
the virtual-to-real case the domain shift is mainly due
to the sensor type but views and poses of the source
and target domains are very similar. In fact, the same
reason explains why A-SSVM and SA-SSVM report
similar accuracy for the mixture-of-roots adaptation of
the virtual-to-real case (Table 4), while SA-SSVM out-
performs A-SSVM by almost 5 points in the PASCAL-
to-INRIA case (Fig. 4 bottom). In any case, in absolute
terms part-based adaptation (either with A-SSVM or
SA-SSVM) clearly outperforms pure mixture-of-roots
adaptation. Just comparing SA-SSVM from Tables 3
and 4, we see gains ranging from ∼ 11 points for
ETH0 to ∼ 27 points for CVC.

At this point, we see that A-SSVM, SA-SSVM (part-

aware), and PMT-SSVM direct adaptations operating
on full DPM models clearly are the best performing
methods. Accordingly, we focus on statistical com-
parisons on them. We use a paired Wilcoxon test
by taking into account their respective part-based
results for both PASCAL-to-INRIA and virtual-to-real
adaptation problems. In this test, when comparing
two adaptation methods, the null hypothesis is that
they are equal. The hypothesis can be rejected if the
p-value of the test is below 0.05 (the p-value running
from 0 to 1). Since we test adaptations for seven
datasets and each experiment is repeated five times,
for each test run we have 35 pairs, which allows us to
draw confident conclusions from the paired Wilcoxon
test.

The conclusions are: (1) A-SSVM and PMT-SSVM
perform equally (p-value = 0.63); (2) SA-SSVM out-
performs A-SSVM (p-value = 2.5e−07) by 1.8 points;
and (3) SA-SSVM outperforms PMT-SSVM (p-value =
6.6e−07) by 1.6 points. Thus, part-aware DA outper-
forms strategies that ignore model structure.
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TABLE 4
DA from virtual to real world using different models (see main text). Average miss rate (%) is shown.

Mix. of Roots ETH0 ETH1 ETH2 KIT Caltech CVC
SRC 69.1 70.3 65.8 70.8 72.6 64.9
A-SSVM 67.1±0.2 67.2±0.5 54.9±0.8 64.2±0.3 71.3±1.0 57.6±0.9
SA-SSVM-C 66.5±0.8 66.5±1.0 54.4±0.3 63.5±0.9 71.2±0.6 57.9±0.5
∆a 2.0±0.2 3.1±0.5 10.9±0.8 6.6±0.3 1.3±1.0 7.3±0.9
∆sa 2.6±0.8 3.8±1.0 11.4±0.3 7.2±0.9 1.4±0.6 7.0±0.5

Part-based ETH0 ETH1 ETH2 KIT Caltech CVC
∆a 7.1±0.5 5.6±0.5 10.9±0.8 8.3±0.5 6.3±0.6 13.4±0.7
∆sa 8.4±0.3 7.3±0.4 13.0±0.3 9.1±0.7 8.8±0.6 15.1±0.3
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Fig. 6. Self-adaptive DPM from virtual world to specific real-world scenes.

6.4 Experiments on Self-adaptive DPM

We evaluate the self-adaptive DPM in the virtual-
to-real case. We assume that real world predestrains
come without bounding boxes. For Caltech there is a
set of pedestrian-free images, while for ETH, KIT, and
CVC this is not the case. We restrict our experiments
to SA-SSVM since it has shown the best accuracy in
the supervised case. Moreover, we evaluate the self-
adaptive method with and without GPR.

6.4.1 Virtual to ETH, KIT, Caltech, and CVC

Fig. 6 shows the results on all the testing datasets. The
paired Wilcoxon test shows that SA-SSVM improves
on U-SA-SSVM-GPR by 2.1 points (p-value = 3e−06).
This is mainly due to the difficulty that the self-
adaptive DPM (U-SA-SSVM-GPR) faces for discov-
ering target-domain pedestrians without introducing
label noise such as false positive detections. In some
datasets, the accuracy of the self-adaptive DPM is very
close to the supervised DA-DPM (SA-SSVM), e.g., in
KIT and ETH0 less than two points. Analogously,

the paired Wilcoxon test shows that U-SA-SSVM-GPR
improves on U-SA-SSVM by 3.0 points (p-value =
6e−06). This demonstrates the effectiveness of using
GPR rather than a fixed threshold.

6.4.2 Self-paced Learning with GPR

Fig. 7 illustrates the GPR-based pedestrian selection
for three iterations. At each step the classifier is
updated. Thus, all samples are re-scored at the next
iteration (Alg. 2, step 2). The bounding boxes (BBs)
drawn with continuous lines (yellow) denote easy ex-
amples (in DTr ), i.e., the observations for the GPR. The
BBs drawn with discontinuous lines are the uncertain
detections (in DTr\r ). The light discontinuous lines
(green) show the selected detections after the GPR
(υi = 1), while the dark discontinuous lines (red)
denote the rejected ones (υi = 0). All pedestrians de-
tected in the first iteration, including the one initially
rejected, are either classified as easy or selected (both
types are the input for steps 4−5 of Alg. 2) in the last
iteration. In fact, two new detections are collected.
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Fig. 7. Sample selection in U-SA-SSVM-GPR. See
6.4.2 for a complete explanation.

7 CONCLUSIONS

DA of DPM-based object detectors is of paramount
interest for preserving their accuracy across different
domains. Accordingly, we have presented two super-
vised DA-DPM methods (A-SSVM and SA-SSVM),
which can be integrated into a self-adaptive DPM
for new unlabeled or weakly labeled domains. Our
DA methods do not require revisiting the source-
domain data for adaptation, and only relatively little
annotated data from the target domain is required
to boost detection accuracy. In the case of the self-
adaptive technique, samples from the target domain
are automatically collected to adapt the model with-
out any supervision, i.e. avoiding the need of human
intervention. We have tested our proposals in the
context of pedestrian detection performing a total of
384 train-test runs. Overall, two types of adaptation
are evaluated: both from synthetic and general person
domains, to real-world pedestrian images. As future
work we plan three directions. First, to improve our
current sample selection in the target domain. Second,
to extend the current methods to work as online
adaptive learning techniques. Third, to develop better
DA models based on deep representations.
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