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Abstract—Recently, video text detection, tracking and recog-
nition in natural scenes are becoming very popular in the
computer vision community. However, most existing algorithms
and benchmarks focus on common text cases (e.g., normal size,
density) and single scenario, while ignore extreme video texts
challenges, i.e., dense and small text in various scenarios. In this
competition report, we establish a video text reading benchmark,
named DSText, which focuses on dense and small text reading
challenge in the video with various scenarios. Compared with
the previous datasets, the proposed dataset mainly include three
new challenges: 1) Dense video texts, new challenge for video
text spotter. 2) High-proportioned small texts. 3) Various new
scenarios, e.g.,, ‘Game’, ‘Sports’, etc. The proposed DSText
includes 100 video clips from 12 open scenarios, supporting two
tasks (i.e., video text tracking (Task 1) and end-to-end video
text spotting (Task2)). During the competition period (opened
on 15th February, 2023 and closed on 20th March, 2023), a
total of 24 teams participated in the three proposed tasks with
around 30 valid submissions, respectively. In this article, we
describe detailed statistical information of the dataset, tasks,
evaluation protocols and the results summaries of the ICDAR
2023 on DSText competition. Moreover, we hope the benchmark
will promise the video text research in the community.

I. INTRODUCTION

Video text spotting [1] has received increasing attention due
to its numerous applications in computer vision, e.g., video
understanding [2], video retrieval [3], video text translation,
and license plate recognition [4], etc. There already exist
some video text spotting benchmarks, which focus on easy
cases, e.g., normal text size, density in single scenario. IC-
DAR2015 (Text in Videos) [5], as the most popular benchmark,
was introduced during the ICDAR Robust Reading Compe-
tition in 2015 focus on wild scenarios: walking outdoors,
searching for a shop in a shopping street, etc. YouTube Video
Text (YVT) [6] contains 30 videos from YouTube. The text
category mainly includes overlay text (caption) and scene text
(e.g., driving signs, business signs). RoadText-1K [7] provide
1,000 driving videos, which promote driver assistance and self-
driving systems. LSVTD [8] proposes 100 text videos, 13
indoor (e.g., bookstore, shopping mall) and 9 outdoor (e.g.,
highway, city road) scenarios, and support two languages, i.e.,
English and Chinese. BOVText [9] establishes a a large-scale,
bilingual video text benchmark, including abundant text types,

Fig. 1.
DSText focuses on dense and small text challenge.

Visualization of DSText. Different from previous benchmarks,

i.e., title, caption or scene text.

However, the above benchmarks still suffer from some lim-
itations: 1) Most text instances present normal text size without
challenge, e.g., ICDAR2015(video) YVT, BOVText. 2) Sparse
text density in single scenario, e.g., RoadText-1k and YVT,
which can not evaluate the small and dense text robustness
of algorithm effectively. 3) Except for ICDAR2015(video),
most benchmarks present unsatisfactory maintenance. YVT,
RoadText-1k and BOVText all do not launch a corresponding
competition and release open-source evaluation script. Besides,
the download links of YVT even have become invalid. The
poor maintenance plan is not helpful to the development of
video text tasks in the community. To break these limitations,
we establish one new benchmark, which focus on dense and
small texts in various scenarios, as shown in Fig. 1. The
benchmark mainly supports two tasks, i.e., video text tracking,
and end to end video text spotting tasks, includes 100 videos
with 56k frames and 671k text instances.

Therefore, we organize the ICDAR 2023 Video Text Read-
ing competitive for dense and small text, which generates
a large-scale video text database, and proposes video text
tracking, spotting tasks, and corresponding evaluation methods.
This competition can serve as a standard benchmark for assess-
ing the robustness of algorithms that are designed for video text
spotting in complex natural scenes, which is more challenging.
The proposed competition and dataset will enhance the related
direction (Video OCR) of the ICDAR community from two
main aspects:

e Compared to the current existing video text reading
datasets, the proposed DSText has some special fea-



TABLE 1.

STATISTICAL COMPARISON. ‘BOX TYPE®, ‘TEXT AREA’ DENOTE DETECTION BOX ANNOTATION TYPE AND AVERAGE AREA OF TEXT

WHILE THE SHORTER SIDE OF IMAGE IS 720 PIXELS. ‘TEXT DENSITY’ REFERS TO THE AVERAGE TEXT NUMBER PER FRAME. THE PROPOSED DSTEXT
PRESENTS MORE SMALL AND DENSE TEXTS.

Dataset | Video| Frame | Text | Box Type | Text Area (# pixels)| Text Density | Supported Scenario (Domain)

YVTI[6] 30 13k | 16k | Upright 8,664 1.15 Cartoon, Outdoor(supermarket, shopping
street, driving...)

ICDI15 VT[10] | 51 27k |144k| Oriented 5,013 5.33 Driving, Supermarket, Shopping street...

RoadText-1K[7]| 1k | 300k |[1.2m| Upright 2,141 0.75 Driving

LSVTDI8] 100 | 66k |569k| Oriented 2,254 5.52 Shopping mall, Supermarket, Hotel...

BOVText [9] 2k | 1.7m |8.8m| Oriented 10,309 5.12 Cartoon, Vlog, Travel, Game, Sport,
News ...

DSText 100 | 56k |671k| Oriented 1,984 23.5 Driving, Activity, Vlog, Street View (in-
door), Street View (outdoor), Travel,
News, Movie, Cooking

tures and challenges, including 1) Abundant scenarios, 2
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which has garnered over 25 submissions and attracted
wide interest. The submissions have inspired new
insights, ideas, and approaches, which promise to
advance the state of the art in video text analysis.

II. COMPETITION ORGANIZATION

ICDAR 2023 video text reading competition for dense
and small text is organized by a joint team, including Zhe-
jiang University, University of Chinese Academy of Sciences,
Kuaishou Technology, National University of Singapore, Com-
puter Vision and Pattern Recognition Unit, Computer Vision
Centre, Universitat Auténoma de Barcelona, and Huazhong
University of Science and Technology. And we organize the
competition on the Robust Reading Competition Website ',
where provide corresponding download links of the datasets,
and user interfaces for participants and submission page for

their results.

A. Competition Schedule

The official competition schedule is as follows:

e December 1, 2022: Website online.
e  February 1, 2023: Sample training videos available.

e February 15, 2023: Release of full training set and
ground truth.

e March 15, 2023: Test set is available, and website
opens for results submission.

e March 20, 2023: Deadline of the competition and
result submission closes.

"https://rrc.cve.uab.es/?ch=22&com=introduction

Video Scenario

Fig. 2. The Data Distribution for 12 Open Scenarios. %" denotes the
percentage of each scenario data over the whole data.

e  March 31, 2023: Submission deadline for 1-page com-
petition report, and the final ranking will be released
after checking the results.

e  August 21-26, 2023: Presentation or results at ICDAR
2023 Conference.

Overall, after removing the duplicate submissions, we re-
ceived 30 valid submissions from 24 teams from both research
communities and industries for the three tasks.

III. DATASET
A. Dataset and Annotations

Dataset Source. The videos in DSText are collected from
three parts: 1) 30 videos sampled from the large-scale video
text dataset BOVText [9]. BOVText, as the largest video text
dataset with various scenarios, includes a mass of small and
dense text videos. We select the top 30 videos with small and
dense texts via the average text area of the video and the
average number of text per frame. 2) 10 videos for driving
scenario are collected from RoadText-1k [7]. As shown in
Fig. I, RoadText-1k contains abundant small texts, thus we also
select 10 videos to enrich the driving scenario. 3) 60 videos
for street view scenes are collected from YouTube. Except for
BOVText and RoadText-1k, we also obtain 60 videos with
dense and small texts from YouTube, which mainly cover
street view scenarios. Therefore, we obtain 100 videos with
56k video frames, as shown in Table I. Then the dataset is
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Fig. 3. The distribution of different text size range on different datasets
"%” denotes the percentage of text size region over the whole data. Text area
(# pixels) is calculated while the shorter side of image is 720 pixels.

divided into two parts: the training set with 29,107 frames
from 50 videos, and the testing set with 27,234 frames from
50 videos.

Annotation. For these videos from BOVText, we just
adopt the original annotation, which includes four kinds of
description information: the rotated bounding box of detection,
the tracking identification(ID) of the same text, the content of
the text for recognition, the category of text, i.e., caption,
title, scene text, or others. As for others from RoadText-1k
and YouTube, we hire a professional annotation team to label
each text for each frame. The annotation format is the same
as BOVText. One mentionable point is that the videos from
RoadText-1k only provides the upright bounding box (two
points), thus we abandon the original annotation and annotate
these videos with the oriented bounding box. Due to the
structure of the video source, it is not allowed to use BOVText
and RoadText-1k as extra data for training in this competition.
As a labor-intensive job, the whole labeling process takes 30
men in one months, i.e., around 4,800 man-hours, to complete
the 70 video frame annotations. As shown in Fig. 6, it is
quite time-consuming and expensive to annotate a mass of
text instances at each frame.

B. Dataset Comparison and Analysis

The statistical comparison and analysis are presented by
three figures and one table. Table. 2 presents an overall com-
parison for the basic information, e.g., number of video, frame,
text, and supported scenarios. In comparison with previous
works, the proposed DSText shows the denser text instances
density per frame (i.e., average 23.5 texts per frame) and
smaller text size (i.e., average 1,984 pixels area of texts).

Video Scenario Attribute. As shown in Fig. 2, we present
the distribution of video, frame, and frame of 11 open scenarios
and an "Unknown” scenario on DSText. ‘Street View (Out-
door)’ and ‘Sport’ scenarios present most video and text
numbers, respectively. And the frame number of each scenario
is almost the same. We also present more visualizations for
‘Game’, ‘Driving’, ‘Sports’ and ‘Street View’ in Fig. 4.

Higher Proportion of Small Text. Fig. 3 presents the
proportion of different text areas. The proportion of big
text (more than 1,000 pixel area) on our DSText is less than
that of BOVText and ICDAR2015(video) with at least 20%.

Meanwhile, DSText presents a higher proportion for small
texts (less 400 pixels) with around 22%. As shown in Table. I,
RoadText-1k [7] and LSVTD [8] also show low average text
area, but their text density is quite sparse (only 0.75 texts and
5.12 per frame), and RoadText-1k only focuses on the driving
domain, which limits the evaluation of other scenarios.

Dense Text Distribution. Fig. 5 presents the distribution
of text density at each frame. The frame with more than 15 text
instances occupies 42% in our dataset, at least 30% improve-
ment than the previous work, which presents more dense text
scenarios. Besides, the proportion of the frame with less 5 text
instances is just half of the previous benchmarks, i.e., BOV-
Text, and ICDAR2015(video). Therefore, the proposed DSText
shows the challenge of dense text tracking and recognition.
More visualization can be found in Fig. 4 (Visualization for
various scenarios) and Fig. 6 (Representative case with around
200 texts per frame).

WordCloud. We also visualize the word cloud for text
content in Fig 5. All words from annotation must contain at
least 3 characters, we consider the words less four characters

[P

usually are insignificant, e.g., ‘is’.

IV. TASKS AND EVALUATION PROTOCOLS

The competition include two tasks: 1) the video text track-
ing, where the objective is to localize and track all words in
the video sequences. and 2) the end-to-end video text spotting:
where the objective is to localize, track and recognize all words
in the video sequence.

Task 1: Video Text Tracking. In this task, all the
videos (50 train videos and 50 test videos) will be provided
as MP4 files. Similar to ICDAR2015 Video [10], the ground
truth will be provided as a single XML file per video. A single
compressed (zip or rar) file should be submitted containing all
the result files for all the videos of the test set.

The task requires one network to detect and track text
over the video sequence simultaneously. Given an input video,
the network should produce two results: a rotated detection
box, and tracking ids of the same text. For simplicity, we
adopt the evaluation method from the ICDAR 2015 Video
Robust Reading competition [10] for the task. The evaluation
is based on an adaptation of the MOTChallenge [11] for
multiple object tracking. For each method, MOTChallenge
provides three different metrics: the Multiple Object Tracking
Precision (MOTP), the Multiple Object Tracking Accuracy
(MOTA), and the IDF1. See the 2013 competition report [12]
and MOTChallenge [11] for details about these metrics. In
our competition, we reuse the evaluation scripts from the 2015
video text reading competition [10], and transfer the format of
annotation to the same as that of the ICDAR2015 Video.

Task 2: End-to-End Video Text Spotting. Video Text
Spotting (VTS) task that requires simultaneously detecting,
tracking, and recognizing text in the video. The word recogni-
tion performance is evaluated by simply whether a word recog-
nition result is completely correct. And the word recognition
evaluation is case-insensitive and accent-insensitive. All non-
alphanumeric characters are not taken into account, including
decimal points, such as *1.9” will be transferred to *19° in our
GT. Similarly, the evaluation method (i.e., IDg;, MOTA and
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Fig. 5. Comparison for frame percentage of different text numbers. ”%”
denotes the percentage of the corresponding frame over the whole data.

Fig. 6. One Case for around 200 Texts per Frames. DSText includes huge
amounts of small and dense text scenarios, which is a new challenge.

MOTP) from the ICDAR 2015 Robust Reading competition
is also adopted for the task. In the training set, we provide the
detection coordinates, tracking id, and transcription result.

Note: From 2020, the ICDAR 2015 Robust Reading com-
petition online evaluation > has updated the evaluation method,
and added one new metric, i.e., ID metrics (/Dpq) [13], [14].
Similarly, we adopted the updated metric for the two tasks.
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Fig. 7. Wordcloud visualizations for DSText.

V. BASELINE: TRANSDETR

To help participants more easily engage in our competition,
we have also provided corresponding baseline algorithms in
the competition website 3 e, TransDETR [15]. where
including the corresponding training and inference code for
the competition. TransDETR is a novel, simple and end to
end video text DEtection, Tracking, and Recognition frame-
work (TransDETR), which views the video text spotting task
as a direct long-sequence temporal modeling problem.

VI. SUBMISSIONS

The result for Task 1 and Task 2 are presented on Table. 11
and Table. III, respectively.

Zhttps://rrc.cve.uab.es/?ch=3&com=evaluation&task=1

3https://rrc.cve.uab.es/2ch=22&com=downloads



TABLE 1L

TASK 1: VIDEO TEXT TRACKING RESULTS. - DENOTES MISSING DESCRIPTIONS IN AFFILIATIONS.

User ID | Rank | MOTA MOTP IDp1/% | Mostly Matched  Partially Matched ~ Mostly Lost | Affiliations
TencentOCR 1 62.56% 79.88% 75.87% 8114 1800 2663 Tencent.
DA 2 50.52% 78.33% 70.99% 7121 2405 3051 Guangzhou  Shiyuan Electronic
Technology Company Limited
Tianyu Zhang 3 43.52% 78.15% 62.27% 4980 2264 5333 AI Lab, Du Xiaoman Financial
Liu Hongen 4 36.87% 79.24% 48.99% 2123 3625 6829 Tianjin Univeristy
Yu Hao 5 31.01% 78.00% 50.39% 2361 1767 8449 -
Hu Jijin 6 28.92% 78.46% 43.96% 1385 1186 10006 Beijing University of Posts &
Telecommunications
Cecl 7 27.55% 78.40% 44.28% 1583 1103 9891 CQUT
MiniDragon 8 25.75% 74.03% 50.22% 3302 2806 6469 -
FanZhengDuo 9 23.41% 75.54% 49.66% 5216 3578 3783 -
zjb 10 19.85% 71.98% 39.87% 2815 3354 6408 -
dunaichao 11 19.84% 73.82% 31.18% 924 1765 9888 China Mobile Communications Re-
search Institute
JiangQing 12 13.83% 75.75% 58.41% 6924 2622 3031 South China University of Tech-
nology; Shanghai Al Laboratory;
KingSoft Office CV&D Department
Kebin Liu 13 7.49% 75.62% 45.68% 5403 3835 3339 Beijing University of Posts and
Telecommunications
TungLX 14 0% 0% 0% 0 0 0 -
TABLE III. TASK2: END-TO-END VIDEO TEXT SPOTTING RESULTS. - DENOTES MISSING DESCRIPTIONS IN AFFILIATIONS.
User ID | Rank | MOTA MOTP IDp /% | Mostly Matched  Partially Matched ~ Mostly Lost | "Affiliations
TencentOCR 1 22.44% 80.82% 56.45% 5062 1075 6440 Tencent.
DA 2 10.51% 78.97% 53.45% 4629 1392 6556 Guangzhou  Shiyuan  Electronic
Technology Company Limited
dunaichao 3 5.54% 74.61% 24.25% 528 946 11103 China Mobile Communications Re-
search Institute
cnn_lin 4 0% 0% 0% 0 0 0 South China Agricultural Univer-
sity
Hu Jijin 5 0% 0% 0% 0 0 0 Beijing University of Posts and
Telecommunications
XUE CHUHUI 6 0% 0% 0% 0 0 0 -
MiniDragon 7 -25.09% 74.95% 26.38% 1388 1127 10062 -
JiangQing 8 -27.47% 76.59% 43.61% 4090 1471 7016 South China University of Tech-
nology; Shanghai AI Laboratory;
KingSoft Office CV&D Department
Tianyu Zhang 9 -28.58% 80.36% 26.20% 1556 543 10478 Al Lab, Du Xiaoman Financial

A. Top 3 Submissions in Task 1

Tencent-OCR team. The top 1 solution method follows
the framework of Cascade Mask R-CNN [16]. Multiple back-
bones including HRNet [17] and Internlmage [18] are used
to enhance the performance. On the text tracking task, the
team designed four different metrics to compare the matching
similarity between the current frame detection box and the ex-
isting text trajectory, i.e., box IoU, text content similarity, box
size proximity and text geometric neighborhood relationship
measurement. These matching confidence scores are used as
a weighted sum for the matching cost between the currently
detected box and tracklet. When there is a time difference
between the current detection box and the last appearance
of the tracklet, the IoU and box size metrics are divided
by the corresponding frame number difference to prioritize
matching with the latest detection box in the trajectory set.
They construct a cost matrix for each detected box and existing
trajectory in each frame, where the Kuhn-Munkres algorithm is
used to obtain matching pairs. When the metrics are less than a
certain threshold, their corresponding costs are set to 0. Finally,
they perform grid search to find better hyperparameters. Refer-
ring to ByteTrack [19], boxes with high detection/recognition
scores are prioritized for matching, followed by boxes with
lower detection/recognition scores. Each box that is not linked
to an existing trajectory is only considered as a starting point
for a new trajectory when its detection/recognition score is
high enough. Finally, we removed low-quality trajectories with
low text confidence scores and noise trajectories with only one

detection box.

Strong data augmentation strategies are adopted such as
photometric distortions, random motion blur, random rotation,
random crop, and random horizontal flip. And IC13 [12],
IC15 [5], ICI5 Video [5] and Synth800k [20] are in-
volved during the training phase. Furthermore, they treat non-
alphanumeric characters as negative samples and regard text
instances that are labeled ‘##DONTH#CARE##  as ignored ones
during the training phase. In the inference phase, they use
multiple resolutions of 600, 800, 1000, 1333, 1666, and 2000.

Guangzhou Shiyuan Technology team. The team utilized
Mask R-CNN [21] and DBNet [22] as their base archi-
tectures. These were trained separately, and their prediction
polygons were fused through non-maximum suppression. For
the tracking stage, VideoTextSCM [23] was adopted, with Bot-
SORT [24] replacing the tracker in the VideoTextSCM model.
Bot-SORT is an enhanced multi-object tracker that leverages
MOT bag-of-tricks to achieve robust association. It combines
the strengths of motion and appearance information, and also
incorporates camera-motion compensation and a more accurate
Kalman filter state vector. COCO-Text [25], RCTW17 [26],
ArT [27], LSVT [28], LSVTD [8], as the public datasets, are
used in the training stage. RandomHorizontalFlip, Random-
Rotate, ColorJitter, MotionBlur and GaussNoise were used for
data augmentation.

Al Lab, Du Xiaoman Financial. The team selected
TransDETR [15] as the baseline and employed the public



datasets COCO-Text V2.0 [25] and SynthText [20] as the
pre-training data. To enhance the model’s capacity to detect
small texts, additional small texts were added to the SynthText
images. Furthermore, the HRNet [17] was employed as the new
backbone, which demonstrated superiority in identifying faint
text objects. The team modify the original hyper-parameters of
TransDETR to detect more texts from a single frame. When
loading the training data, the maximum number of text instance
queries of the Transformer module is set to 400.

B. Top 3 Submissions in Task 2

Tencent-OCR team. To enable end-to-end video text spot-
ting, two methods, namely Parseq [29] and ABINet [30], were
utilized in the recognition stage. Both methods were trained
on a dataset of 20 million samples, extracted from various
open-source datasets, including ICDAR-2013 [12], ICDAR-
2015 [5], COCO-Text [25], SynthText [20], among others.

During the end-to-end text spotting stage, different recog-
nition methods are applied to predict all the detected boxes
of a trajectory. The final text result corresponding to the
trajectory is selected based on confidence and character length.
Trajectories with low-quality text results, indicated by low
scores or containing only one character, are removed.

Guangzhou Shiyuan Technology team. The text tracking
task was addressed in a similar manner to Task 1. To recog-
nize text, the PARSeq method was employed, which involves
learning an ensemble of internal autoregressive (AR) language
models with shared weights using Permutation Language
Modeling. This approach unifies context-free non-AR and
context-aware AR inference, along with iterative refinement
using bidirectional context. The recognition model was trained
using several extra public datasets, including COCO-Text [25],
RCTW17 [26], ArT [27], LSVT [28], and LSVTD [8].

China Mobile Communications Research Institute
team. The team used CoText [31] as the baseline and uti-
lized ABINet [30] to enhance the recognition head. The
Cotext model was trained using the ICDAR2015 [5], IC-
DAR2015Video [5], and ICDAR2023 DSText datasets for
text detection and tracking. The recognition part employed a
pretrained ABINet model based on the MJSynth and Synth-
Text [20] datasets.

VII. DISCUSSION

Text tracking task. In this task, most participants firstly
employ the powerful backbone to enhance the performance,
e.g., HRNet, Res2Net and SENet. With multiple backbones,
TencentOCR team achieves the best score in three main met-
rics, i.e, MOTA, MOTP, and IDy1/%, as shown in Table. II.
For the text tracking, based on ByteTrack, the team designed
four different metrics to compare the matching similarity
between the current frame detection box and the existing
text trajectory, i.e., box IoU, text content similarity, box size
proximity and text geometric neighborhood relationship. To
further enhance the performance of result, most participants
use the various data augmentations, e.g., random motion blur,
random rotation, random crop. Besides, various public datasets,
e.g., COCO-Text [25], RCTW17 [26], ArT [27], LSVT [28],
and LSVTD [8] are used for joint training.

End-to-End Video Text Spotting task. To enhance the
end-to-end text spotting, most participants adopted the ad-
vanced recognition models, i.e., Parseq [29] and ABINet [30].
Large synthetic datasets (e.g., SynthText [20]), firstly are used
to pretrain the model, and then further finetuned on the released
training dataset (DSText). With various data augmentation,
large public datasets, powerful network backbones and model
ensembles, TencentOCR team achieves the best score in three
main metrics, as shown in Table. III.

Overall, while many participants implemented various im-
provement techniques such as using extra datasets and data
augmentation, the majority of their results were unsatisfactory,
with MOTA scores below 25% and IDg; scores below 70%.
As a result, there is still a significant amount of room for
improvement in this benchmark and many technical challenges
to overcome. It is worth mentioning that many of the top
ranking methods utilize an ensemble of multiple models and
large public datasets to enhance their performance. However,
these pipelines tend to be complex and the corresponding
inference speeds are slow. Simplifying the pipeline and ac-
celerating inference are also important considerations for the
video text spotting task. Additionally, it is noteworthy that
many of the submitted methods adopted different ideas and
strategies, providing the community with new insights and
potential solutions. We expect that more innovative approaches
will be proposed following this competition.

VIII. CONCLUSION

Here, we present a new video text reading benchmark,
which focuses on dense and small video text. Compare with
the previous datasets, the proposed dataset mainly includes
two new challenges for dense and small video text spotting.
High-proportioned small texts are a new challenge for the
existing video text methods. Meanwhile, we also organize the
corresponding competition on Robust Reading Competition
Website 4, where we received around 30 valid submissions
from 24 teams. These submissions will provide the community
with new insights and potential solutions. Overall, we believe
and hope the benchmark, as one standard benchmark, develops
and improve the video text tasks in the community.

IX. POTENTIAL NEGATIVE SOCIETAL IMPACTS AND
SOLUTION

Similar to BOVText [9], we blur the human faces in DSText
with two steps. Firstly, detecting human faces in each frame
with face recognition® - an easy-to-use face recognition open
source project with complete development documents and
application cases. Secondly, after obtaining the detection box,

we blur the face with Gaussian Blur operation in OpenCVS.
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XI. COMPETITION ORGANIZERS

The benchmark is mainly done by Weijia Wu and Yuzhong

Zhao, while they are research interns at Kuaishou Technology.
The establishment of the benchmark is supported by the
annotation team of Kuaishou Technology. Prof. Xiang Bai at
Huazhong University of Science and Technology, Prof. Di-
mosthenis Karatzas at the Universitat Autonoma de Barcelona,
Prof. Umapada Pal at Indian Statistical Institute, and Asst
Prof. Mike Shou at the National University of Singapore, as
the four main supervisors, provide many valuable suggestions
and comments, e.g., annotation format suggestion from Prof.
Xiang Bai, competition schedule plan from Prof. Dimosthenis
Karatzas, submission plan and suggestions for the proposal
from Prof.Umapada Pal, and statistical analysis from Asst Prof.
Mike Shou. Therefore, our team mainly includes eight people
from seven institutions.
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