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Abstract In this chapter we describe a system for document retrieval and classifi-
cation following the interactive-predictive framework. In particular, the system ad-
dresses two different scenarios of document analysis: document classification based
on visual appearance and logo detection. These two classical problems of document
analysis are formulated following the interactive-predictive model, taking the user
interaction into account to make easier the process of annotating and labelling the
documents. A system implementing this model in a real scenario is presented and
analyzed. This system also takes advantage of active learning techniques to speed
up the task of labelling the documents.

1 Introduction

Huge amounts of documents are being stored currently as digital images at private
and public organizations. However, for these raw digital images to be really use-
ful, they need to be annotated with informative content. Document Image Analysis
and Pattern Recognition techniques are at the heart of current solutions to this prob-
lem. However, when dealing with difficult unconstrained documents (see figure 1),
standard solutions (for instance, commercial OCR products) are simply not usable
since, in the vast majority of these documents, elements can by no means be iso-
lated automatically. Given the high error rates involved in post-editing solutions,
only semi-automatic or computer-assisted alternatives can be currently foreseen.

In this context, interactive tools emerge as a very appealing alternative to reduce
the cost of labelling and annotating documents and, at the same time as a way of ob-
taining user feedback to improve the model for classification and retrieval. Hence,
in this chapter we describe an interactive tool to annotate documents with semantic
information, such as the category of the document or the location of relevant ele-
ments of the document which are difficult to automatically isolate. This tool follows
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Fig. 1 Examples of unconstrained documents.

an adaptation of the multimodal interactive-predictive approach (see figure 2) using
adaptive learning techniques to reduce the human effort required to annotate these
document images. The user can validate the initial labelling of the documents and,
if necessary, edit this initial labelling by choosing among a set of alternatives. Using
active learning methods, the system automatically proposes the optimal set of sam-
ples to validate and/or label. The information obtained by validation or edition of the
labelling is used to update the model defined to annotate the documents. Once the
labelling has been validated, this semantic information can be used for interactive
retrieval of the documents stored in the database. This tool is used to annotate and
retrieve difficult documents, specifically unstructured documents or documents with
heterogeneous contents (containing printed and handwritten text, graphics, symbols,
etc) such as administrative or ancient documents (see figure 1).

Fig. 2 Adaptation of the interactive-predictive framework in our prototype.

We focus on two particular problems of document classification and retrieval
where the use of an interactive tool can be especially appropriate: appearance-based
document classification and logo-based retrieval. In both cases, we use state-of-the-
art techniques to obtain the initial labelling of the documents. These techniques
are described in section 2. Then, in section 3 we adapt them to be used within
interactive-multimodal framework. In section 4 we explain the implementation de-
tails of the prototype and show its main functionalities and some results obtained
with its application to a set of documents. Finally, in section 5 we draw the main
conclusion of the work presented.
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2 Basic document classification and retrieval

2.1 Document classification

Fig. 3 Example of document image description by means of a pyramid of pixel densities.

Document classification is performed by means of global visual appearance de-
scriptors computed on the whole document image. We have used three different
state-of-the-art descriptors that permit to capture document appearance using dif-
ferent techniques. In the following we, first give a brief description of the three
descriptors and then, we explain the classification framework.

2.1.1 Visual descriptors

Blurred Shape Model (BSM)

The BSM descriptor was proposed by Escalera et al. in [1] for the recognition of
segmented graphical symbols. The BSM descriptor is a zoning-based method [6].
A regular grid of cells with a fixed number of rows and columns is overlaid on
the document and then the grid is scanned from left to right and top to bottom
where pixel density features are extracted are from each cell in order to form the
feature vector. In the original formulation of the BSM descriptor, each cell encodes
pixel density from the foreground pixels that fall within it but also from the pixels
assigned to the neighboring cells. Thus, each pixel contributes to a density measure
of its cell, but also to its neighbors in order to achieve robustness to local variations
the document. This contribution is weighted in terms of the distance between the
pixel and the centroid of the cell. The output descriptor is a histogram where each
component corresponds to the amount of pixels in the context of the cell. Finally,
the resulting histogram is L1-normalized.
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Pyramid of pixel densities (PYR)

The PYR encodes pixel densities at different scales. It is a hierarchical zoning de-
scriptor introduced in [3]. In order to remove small details and noise from the incom-
ing images, a Gaussian smoothing operator is first used to blur the images before
computing the visual descriptor. Each document image is recursively split into rect-
angular regions forming a pyramid. At each new partition level l, 4l−1 dimensions
are added to the feature vector. In each of the regions the pixel density computed
as the average intesity value is stored in the corresponding position of the feature
vector. We can see an example of the first levels of the pyramid in Figure 3. In
our experimental setup, we use four levels, yielding to an 85-dimensional visual
descriptor. The visual feature vectors are finally L2-normalized.

Runlength descriptor (RLD)

The Runlength descriptor[2] is based on a histogram of the length of the runs of
consecutive pixels in the four main directions (horizontal, vertical and diagonals).
The length of the runs is quantized in different intervals and thus, every bin of the
histograms corresponds to one of these quantization intervals. The histograms in
the four directions are concatenated to obtain the final descriptor. In addition, the
image can be split into several regions at different levels of resolution (for instance,
2x2 and 4x4). In this case, a histogram for each region is computed and all of them
are concatenated to obtain a multi-scale document representation that can capture
information about the structure or the layout of the document.

2.1.2 Classifier

The process of classifying a document can be defined in the following way. Let
I be a random variable describing the set of visual features (BSM, PYR or RLD)
extracted from the document image. Let C be a random variable describing the set
of classes. Then, the probability of classifying the document image as belonging to
a certain class can be defined as P(C|I). Applying Bayes’ rule we get the following:

P(C|I) =
P(I|C) ·P(C)

P(I)
(1)

where P(I) is assumed to be equal for all images and can be ignored. P(I|C) stands
for the probability of the observed visual features given that the document belongs to
a certain class. P(C) can be seen as the a priori probability of every class. Initially,
this probability is assumed to be equal for all classes. However, in the interactive
scenario that will be described in the next section, it will change according to the
user interaction.

We have explored two different ways of obtaining P(I|C). The first one, in the
framework of a Bayesian classifier, assumes that this probability follows a normal
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distribution with mean and variance computed from the training samples assigned
to every class. The second one uses a k-NN classifier to classify the documents and
obtain this probability. There are basically two ways of returning the probability of
a class using a k-NN classifier, taking into account the classes of the k-th nearest
samples to the unknown document: (a) using the relative frequencies of classes and
(b) weighting each element by the inverse of its distance to the unknown element
and normalizing to ensure a total mass of 1. Both methods asymptotically converges
to the true probability when k increase but (b) is more robust and this is the option
we have used.

In any of both classification schemes, an accurate estimation of the probability
depends on having good labeled datasets. The construction of them are done taking
the user feedback after a first unsupervised document classification. The samples
validated by the user with the interactive framework described in the next section
will be included in the training set and will be used to modify the parameters of the
probability distribution used to compute P(I|C).

2.2 Logo detection

Logo detection consists in finding possible locations of a given query logo in the
set of documents. In order to spot the position of logos appearing within document
images we use a sliding window framework together with the blurred shape model
(BSM) descriptor introduced in the previous section, but modified to take into ac-
count that we are working with non-segmented images. In the original formulation
of the BSM descriptor, pixel density was computed over a regular n× n grid, as-
suming that the shapes to compare have been previously segmented. In our case we
would like to locate a logo within a cluttered document image. Thus, we reformu-
late the BSM descriptor by forcing the spatial bins to have a fixed size (100x100
pixels in our experimental setup). Images having different sizes will result in fea-
ture vectors of different lengths. By using this reformulation of the BSM descriptor,
the chosen size of the buckets will define the level of blurring and subsequently the
information reduction for both the logos and the documents.

In order to locate a logo within a document image we use a sliding-window ap-
proach computed as a normalized two-dimensional cross-correlation between the
BSM description of the model logo and the BSM description of the complete docu-
ment. We use the two-dimensional cross-correlation proposed in [4] and computed
as follows. Let t be the sought template represented by the BSM descriptor of the
model logo and f (x,y) the BSM description of the whole document image. The
mean values of the template and a particular zone of the document descriptor are
formulated as t̄ and f̄u,v respectively. The correlation coefficient is then computed as

γ(u,v) =
∑x,y [ f (x,y)− f̄u,v][t(x−u,y− v)− t̄]{

∑x,y [ f (x,y)− f̄u,v]
2

∑x,y [t(x−u,y− v)− t̄]2
}0.5 (2)
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a) b)

c)

Fig. 4 Logo detection example using a sliding window over BSM descriptors. a) Original docu-
ment and sought logo, b) BSM descriptors of the document and the logo, c) obtained correlation
coefficients by the normalized two-dimensional cross-correlation.

As the result of the cross correlation between the BSM models and the BSM
descriptor from the document, a peak should be formed in the correlation coefficient
image in the location (u,v) where there is a high probability to find a something
similar to the given logo. We can see in Figure 4 an example of the obtained output
given a document and a logo to search for.

Using this basic set of techniques, the process of detecting a logo in an image
can be defined in the following way. Let I be a random variable describing the set
of features (BSM descriptor) extracted at every position of the sliding window over
the image. Let X be a random variable standing for a given position of the sliding
window (x and y coordinates of the bounding box). Let L be a random variable
describing the possible set of logos. Then, the probability of detecting a logo at a
certain location of the image, given the set of features extracted from the image can
be defined as P(X ,L|I). Applying Bayes’ rule we get the following:

P(X ,L|I) =
P(I|L,X) ·P(L,X)

P(I)
(3)
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where P(I) is assumed to be equal for all images and can be ignored. P(I|L,X)
stands for the probability of the observed image features given that we are trying to
find a given logo at a certain location of the image. This probability can be modelled
by the score of the cross correlation between the model of the logo and the BSM
descriptor at every location of the image, as described before. P(L,X) can be seen
as the a priori probability of every logo and location. This expression can be further
developed in the following way:

P(X ,L) = P(X |L) ·P(L) (4)

In a retrieval scenario where we are searching for a specific given logo, P(L),
the a priori probability of every logo, can be ignored and therefore, P(X ,L) only
depends on the probability P(X |L) that stands for the a priori probability of finding
a given logo at a certain location of the image. This probability can be estimated
from a set of learning documents, just by counting the frequency of appearance of
a given logo at every location of the image. User interaction, as introduced in the
next section, will permit to modify this a priori probability. The new logo detections
validated by the user will be used to update P(X |L) accordingly.

3 Interactive document retrieval

In this section we will explain how the document classification and logo detec-
tion tasks described in the previous section can be adapted to take into account the
interactive-predictive framework introduced in [5]. In particular, we will consider
the history of previous user interaction steps in order to help the system when tak-
ing a decision in the current step.

3.1 Interactive document classification

For document classification, user interaction will permit to validate or reject the last
hypothesis made by the system concerning the class of the document. Thus, equation
1 must be re-formulated to take this interaction into account. In particular, the class
of a document will not only depend on the visual features extracted from the image,
I, but also on two new random variables, c′ standing for the last hypothesis made
by the system concerning the class of the document, and d, corresponding to the
decoding of the user interaction, that is, accepting or rejecting the last hypothesis
c′. Putting all together, the class of a document will be determined according to the
following expression:

c = argmax
c

P(C|I,c′,d) (5)
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This equation can be expanded in a similar way as we did in equation 1 and then,
we get that the class c assigned to a document is obtained in through this expression:

c = argmax
c

P(C|I,c′,d) = argmax
c

P(I|c) ·P(C|c′,d) (6)

Thus, the class c assigned to a given document depends on two terms. The first
one, P(I|C) the same as in equation 1, only considers the visual appearance of the
document and thus, it is constant. The second one, P(C|c′,d), accounts for the user
interaction and therefore, it will change at each interaction step. It permits to update
the a priori probability of each class according to the user feedback d and the previ-
ous hypothesis made by the system C′. The user feedback will consist in validating
or rejecting the hypothesis C′. We will assume that d takes the value 0 if the previous
hypothesis is rejected and 1 if it is validated. Under these assumptions the update of
the a priori probability can be expressed in the following way:

P(C|c′,d) =


d = 1⇒

{
1 c = c′

0 c 6= c′

}
d = 0⇒

{
0 c = c′

P(c)
∑ci 6=c′ P(ci)

c 6= c′

}
 (7)

being P(c) the a priori probability of every class at the previous iteration step. If the
previous hypothesis is validated (d = 1)), then the class corresponding to the last hy-
pothesis c′ is assigned probability 1 while all other classes are assigned probability
0. However, if the previous hypothesis is rejected (d = 0), the class correspond-
ing to c′ is assigned probability 0, while its previous probability value is equally
re-distributed among all the remaining classes.

3.2 Interactive logo detection

In a similar way as in document classification, user interaction can be included for
logo detection in the form of validation or rejection of the hypothesis that a given
logo appears in an image. Then, the probability of finding a logo at a certain location
of an image (defined in equation 3) is modified to include a new random variable d
accounting for the user feedback. In this way, this probability can be expressed as
P(X ,L|I,d). User feedback we will consist in validating or rejecting the presence of
a given logo in the image. Thus, d will consist of a sequence of pairs (l,y) where
l will be any of the possible logos and y will take the value 0 if the logo does not
appear in the image and 1 if it appears.

The probability P(X ,L|I,d) of finding a logo in the image can be expanded in a
similar way as in equations 3 and 4 leading to the following (figure 5):

P(X ,L, |I,d) = P(I|X ,L) ·P(X |L) ·P(L|d) (8)
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Fig. 5 Graphical model corresponding to P(X ,L|I,d).

P(L|d) is the probability of finding a logo in the document giving the history
of user feedback d. Initially all logos are assigned the same probability. As user
provides feedback this probability is updated in a way that for all logos l for which
a pair (l,1) appears in the sequence d their probability P(L|d) is set to 1, while for
all logos for which a pair (l,0) appears in d, the probability is set to 0.

3.3 Interactive class-based logo detection

We can combine document classification and logo retrieval to propose a new sce-
nario where we can use class information to help in the detection of logos. We can
assume that logos appearing in an image will be different depending on the class of
the document. Thus, we can relate logos with classes of documents through a new
probability distribution, P(L|C), that assigns to every logo a certain probability of
appearing in documents of a given class.

Then, the probability of defining a logo in an image (equation 3) can be modified
to include this new dependency in the following way:

P(X ,L|I,C) = P(X |L,C) ·P(L|C) ·P(C) (9)

Up to this point the system is fully automatic: given an image of the document,
first, the class of the document is determined and depending on this, the probability
of finding each logo in the image can be computed using the previous expression
and, therefore, possible location of logos can be retrieved.

Going one step further, the interactive-predictive framework can also be used to
take into account the user interaction for document classification. In this way, as
described in section 3.1, given the initial classification of a document, the user can
validate or reject this hypothesis. Then, the system uses this feedback to re-evaluate
the classification of the document and, as a result of this evaluation, the probabil-
ity of each logo is also modified and thus, a new set of possible logo detections
is retrieved. All this process can be expressed in terms of probabilities combining
equations 6 and 9 in the following way (see figure 6:
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P(X ,L|IL, IC,C,C′,d) = P(IL|X ,L) ·P(X |L,C) ·P(L|C) ·P(IC|C) ·P(C|C′,d) (10)

Note that in this expression we distinguish between image features used to find
logos, IL, and image features used for document classification, IC. The whole process
is illustrated in figure 7.

Fig. 6 Graphical model corresponding to the probability of finding a logo using class information
and user interaction.

Fig. 7 Interactive process for detecting logos taking into account user interaction for document
classification.

4 Prototype

The prototype in its current release includes two document analysis applications:
document classification and logo detection, which permits to annotate documents
with different kinds of semantic information 1. We have uploaded several collections

1 available at http:dag.uab.es/documents (write miprcv as username and password to login in this
demo)
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of documents and we have also prepared a set of configurations for demonstration
purposes.

We have included the prototype functionalities in a web-based application struc-
tured in three different layers: (a) a graphical front-end taking care of displaying
information and interaction with the user, (b) a back-end where the user sets the
application configuration and (c) a set of tools for document analysis and learning.

The front-end of the prototype is in charge of the user interaction and displaying
results. In the following we will illustrate how it works for the case of document
classification. The process for logo detection is very similar, just changing classes
of documents by logo detections.

The general view always shows a list of all the classes of documents plus an ad-
ditional class Not Assigned for those documents not classified in any of the previous
classes. As a first step, the system performs an unsupervised classification of all the
documents using the K-means algorithm in order to get a first assignment of docu-
ments to classes. The user only has to give a semantic name to the created classes.
Then, user interaction is done in a simple way using the mouse and the keyboard.
The user selects one of the predefined set of document categories and validates or
rejects the documents assigned to it by just clicking on the green ticks and cross red
buttons that appear on the right side of a thumbnail image of each document (see
figure 8 (a) and (b)). Alternatively, the user can also globally validate or reject all
the documents assigned to the class by clicking on the green tick button or the red
cross underneath the class label. Additionally, the user can also select the class of
documents not assigned to any class because their probability were very low. In this
case, the user can directly assign each of them to the correct document class, instead
of validating or rejecting them (see figure 8 (c)).

At every interaction step, samples pending of validation are shown to the user
sorted using an active learning strategy based on uncertainty sampling. The sam-
ples with maximum entropy are selected as the first ones to be validated. After each
interaction step, the interactive-predictive framework described in section 3 is used
to update all the probability distributions concerning the model. Accordingly, the
system modifies the classification hypothesis for all the documents pending of vali-
dation or still not assigned to any class.

The back-end view of the prototype controls the basic user functionalities for
managing document collections. There, the user is able to create, manage and orga-
nize collections of documents. He is able to select the collection or collections to be
used at any moment for a given application. In figure 9 we can see the check-list of
all available datasets and the first labeled classes. We have selected the public and
standard NIST dataset of forms for document classification and the Tobacco logo
dataset for logo detection.

Once the user has selected the datasets and defined the semantic classes parti-
tioning the dataset, the user can also select the configuration of the basic techniques
(visual descriptor and base classifier) that will be used by the system, as it can be
seen in figure 10. If the user clicks over the Add configuration button a new window,
with a list of available descriptors and classifiers, appears on the top of the appli-
cation. By default, each descriptor and classifier works with default parameters that
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(a)

(b)

(c)

Fig. 8 Front-end of the prototype. On the left side, the list of classes of documents with the number
of examples validated (in brackets). In the main frame, (a) a list of documents of one class to be
validated. In (b) a list of validated documents for a given class. In (c) the set of documents not
assigned to any class.
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Fig. 9 Documents configuration menu. The user can check the list of datasets available (SFD in
this demo) and define the document semantic classes (labeled as form 1 to form 20).

can be changed by means of Descriptor params text box and Classifier params text
box, respectively.

Fig. 10 User configurations menu. At each configuration the user can choose the type of descriptor
(BSM, PYR, RLD) and the classifier.

4.1 Experiments

In order to evaluate the performance of the proposed approach we have simulated
a series of user interaction steps in the task of document classification. We have
used a subset of 3200 images from the NIST dataset of forms which is composed
of 20 different classes. We have divided the set of instances in two blocks: training
and test. The training set is composed of 200 images randomly selected, not equally
distributed among the 20 classes. The test set is composed of the remaining 3000
images. We have used a configuration composed of the BSM descriptor and the k-
NN classifier. We have followed this protocol: first, one instance of each class is
selected to train the classifier. Then, at each new step, all the images in the training
set that are not classified yet are separated in clusters using the K-means algorithm.
For each cluster we select the most uncertain sample in terms of entropy and we re-
train the model adding this new sample from every cluster according to the model
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explained in section 3.1. At each step the classification accuracy is determined. Re-
sults are shown in table 1. The first column shows the number of labeled samples
used at every step to train the classifier. The second column shows the classification
accuracy after each step. It can be seen that the accuracy improves at every step. It
is worth noting that in this dataset the state-of-the-art in classification is very close
to 100%. Thus, we start with already high accuracy rates and very fast (with a few
samples and interaction steps) we converge to rates very close to the state-of-the-art.

N of instances Accuracy
27 99.1
36 99.2
47 99.0
56 99.4
66 99.5
75 99.6
84 99.5
94 99.6
106 99.6

Table 1 Classification accuracy after several steps of user interaction

5 Conclusions

In this chapter we have shown the adaptation of classical document analysis prob-
lems, such as document classification and logo retrieval to the interactive predictive
model that permits to take advantage of the user interaction to improve retrieval re-
sults and re-train the models. We have seen how, in this scenario, both problems,
document classification and logo retrieval can be easily related so that logo retrieval
can take advantage of the class information obtained. We have also shown a prac-
tical implementation of this framework and some results that confirm that the user
interaction can speed up the training process. However, a more exhaustive evalua-
tion should be conducted in the future to establish the real power of combining both
tasks under the same framework.
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