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Abstract 

Accurate symbol recognition in graphic documents 
needs an accurate representation of the symbols to be rec- 
ognized. If structural approaches are used for  recognition, 
symbols have to be described in ternu of their shape, us- 
ing structural relationships among extracted features. Un- 
like statistical pattern recognition, in structutul methods, 
slwbols are usually manually deJined from expertise knowl- 
edge, and not automatically infered from sample images. In 
this work we explain one approach to learn from examples a 
representative structural description of a symbol, thus pro- 
viding better it formation about shape variabilit)! The de- 
scription of U Symbol is based on a probabilistic model. It 
consists of a set of lines described by the mean and the vari- 
ance of line parameters, respectively providing information 
about the model of the symbol, and its shape variabiliv. 
The representation of each image in the sample set as a set 
of lines is achieved using deformable template matching. 

1. Introduction 

Structural recognition of distorted patterns requires an 
structural representation of the pattern to be recognized. 
This representation must be able to code information about 
all possible shapes of the pattern, including distortions and 
changes due to multiple factors: intrinsic variability of the 
pattern, noisy images, errors introduced in feature extrac- 
tion, etc. Moreover, many times the frontiers between valid 
and invalid shapes of a pattern are not always clear. Then, 
pattern representation must also face uncertainty of the am- 
biguous shapes. 

In graphics recognition, structural pattern recognition - 
usually based on graph matching - have been widely used to 
identify distorted symbols in  graphic documents [ 1,5,6,7]. 
In these methods, information about the shape of the sym- 

bol is coded with the description of an ideal model of the 
symbol, consisting of structural relationships among a set of 
structural primitives or features, such as lines, points, junc- 
tions, etc. Different shapes of the symbol are generated by 
applying a set of rules modifying the representation of the 
model. Each rule is associated with an application cost and 
thus, any generated distorted shape can also be associated 
with a global distortion cost. Depending on this cost, the 
shape is taken as a valid representation of the symbol or 
not. 

In this way, a symbol is represented by three factors: the 
description of the ideal model, the set of generation rules 
and the cost associated with each rule. The set of genera- 
tion rules is fixed for all symbols, but the ideal model and 
the cost function are specific to each symbol and thus, they 
could be learned from a set of sample images for each sym- 
bol. 

Learning from a set of examples has been widely devel- 
oped in many areas of pattern recognition. In statistical pat- 
tern recognition it is often an intrinsic process in the design 
of a classifier. But research in structural pattern recogni- 
tion have focussed more on recognition than on learning 
the representation of the pattern, due to the difficulty of 
generalizing structural descriptions from a set of examples. 
Specifically in graphic symbol recognition, both the model 
of the symbol and the cost function are usually manually 
predefined as a previous step to recognition, using expertise 
knowledge. Recently, some efforts have been carried out to 
develop methods for getting more optimal model represen- 
tations using automatic learning techinques. 

In this way, Jiang et al. [4] have investigated the concept 
of generalized median as a representative of a class of sym- 
bols. The generalized median is defined as the pattern 25, 
belonging to the set of all possible patterns U ,  which mini- 
mizes the sum of distances to all patterns from a sample set 
S:  

3 = arg niin d ( p ,  q)  (1) 
P E U  

q E S  
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They apply this concept to a graph representation, using 
a genetic algorithm to find the generalized median graph 
from a set of samples of graphical symbols of electronic di- 
agrams. In this way, the model of the pattern is learned, but 
the cost function associated with edit operations in graph 
matching is still manually predefined. 

Another approach to learning structural descriptions has 
been proposed by Cordella et a1.[2]. They describe the 
graph representation of a symbol with a set of logic pred- 
icates. Then, they apply Inductive Logic Programming to 
modify these predicates from the set of examples, which 
are also described with a set of predicates. 

In this work we present an approach to learning struc- 
tural descriptions of symbols, which allows to get both a 
representation of the model of the symbol, and an esti- 
mation of the parameters used to define the cost function. 
The description of the symbols is based on a probabilistic 
framework, in which any distorted shape generated from the 
model of the symbol is given a probability of being a valid 
shape of that symbol. This probability is used to compute 
the cost function. Then, learning from the set of samples 
the parameters of the probabilistic model provides both the 
representation of the model and the parameters needed for 
computing the cost function. 

This approach is based on deformable template match- 
ing for matching an image with the model of the symbol. 
Its application to symbol recognition has been reported in 
[8]. Symbols are described by a set of lines, not necessar- 
ily connected. Each line is defined using three parameters: 
mid point coordinates, orientation and length. Learning is 
carried out by adjusting, using deformable template match- 
ing, each sample image with an instance of this set of lines. 
Then, mean and variance for each of the parameters of the 
lines can be calculated. The mean of each line is used to get 
the representation of the model for the symbol, while the 
variance can be used to define the cost associated to each 
deformation. 

The paper is structured as follows. In section 2 we show 
how deformable template matching is used to match an un- 
known image with the model of a symbol, getting a lineal 
description of the image. Then, section 3 is devoted to ex- 
plain how the parameters used to represent each symbol are 
learned from the lineal descriptions of all sample images. 
Finally, some results are shown and discussed in section 4 
while final conclusions are reported in section 5. 

2. Structural description of an image using de- 
formable template matching 

The first step in our learning approach consists in get- 
ting the representation of every sample image. We use de- 
formable template matching to get this representation. In 
deformable template matching [3] ,  an initial representation 

Figure 1. Distance between a point and a line. 

of a pattern is deformed in order to fit the input image. 
Deformation is guided by the joint action of two opposite 
forces: external force, trying to deform the model to the 
image and internal force, trying to restore the model to its 
initial shape. This process is modeled as the minimization 
of an energy function, composed of two terms: internal en- 
ergy and external energy. The final result of the deformation 
process is the best representation of the input image as an 
instance of the initial pattern. 

Then, we start with a predefined representation of the 
symbol, and we apply deformable template matching, to 
match every sample image with this model. As a result, we 
get a deformation of the model, corresponding to the best 
representation of the image. The description of an image 
consists of a set of straight lines. Each line is defined by 
three parameters: midpoint position, orientation and length. 
All images of a given symbol are described using a fixed 
number of lines. 

Internal energy is defined assuming that each of the pa- 
rameters follows a gaussian probability distribution cen- 
tered on initial values of the parameters. Then ,  internal en- 
ergy models the probability of a given deformation of the 
model of being a valid shape of that symbol. From that 
probability, and taking the negative log, we get the follow- 
ing expression for internal energy: 

+- 
where n is the number of lines in the symbol; tZi,  t,,, Bi and 
si are the changes in parameters of midpoint position, ori- 
entation and length, respectively, for line i; otzi, ot,, , COi 

and us, are the standard deviations for midpoint position, 
orientation and length for line i; and K is a constant. 

External energy is defined as a distance from the image 
to a given representation of the symbol. It is also defined 
using a probabilistic approach. Each line in the model is as- 
sumed to be able to generate points in the image following 
a gaussian distribution based on the distance of the point p 
to the line 1. This distance is computed taken into account 
the distance between the point and the line and the differ- 
ence in orientation between the point and the line through 
the following expression: 
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Figure 2. Deformation of the model (in black) 
to fit a sample image (in gray). 

where dpos ( p ,  1 )  is the distance between p and 1 ,  computed 
as shown in figure 1; cq is the orientation of line 1 ;  aP is the 
orientation of the line passing through point p .  It is mea- 
sured from the analysis of the neighborhood of p ;  and I C ,  is 
a factor which controls the relative weighting between ori- 
entation and position factors. 

Thus, the probability that an image I has been generated 
by a deformed representation of a symbols, S’ is: 

where pi stands for each of image pixels and l j  for every 
line of the symbol. n is the standard deviation of the proba- 
bility of generation. 

External energy is also defined as the negative log of this 
probability. Minimization of global energy (combination of 
internal and external energy) is not an straightforward prob- 
lem. It can be seen as a problem with incomplete or missing 
information and then, an implementation of the EM algo- 
rithm can be used to solve it, reformulating it as a problem 
with complete information. In the expectation step, for each 
point pi ,  and each line l j ,  the probability 7ri j  of pi of hav- 
ing been generated by l j  is estimated. With this estimation, 
external energy can be expressed in the following way: 

With this expression, in the maximization step we can 
find the new values for the parameters of each line by direct 
minimization of the new energy function, finding succes- 
sively, orientation, midpoint position and length. When the 
algorithm converges, the final result is the valid representa- 
tion of the symbol with the highest probability of being able 
to generate the image. More details about the process of ad- 
justing an image by a model of the symbol using deformable 
template matching can be found in [8]. Figure 2 shows an 
example of how the model of the symbol is deformed to fit 
the image. 

Figure 3. Sample images (above) and their 
bad lineal representation (below). 

3. Learning of the representation of a symbol 

The starting point for learning is the set of sample images 
and an initial representation of the model of the symbol. For 
this initial representation, manually predefined values are 
assigned to the parameters of each of the lines composing 
the symbol. The sample images are labeled with the symbol 
to which they correspond. 

The first step consists in getting a lineal representation 
of every sample image. Thus, each sample image is skele- 
tonized and matched with the predefined model of its cor- 
responding symbol using the deformable template match- 
ing approach described in previous section. As a result, we 
get the lineal representation of the symbol corresponding to 
each image. In this first step we have to be careful with bad 
adjustments of the model to certain images, as it  is shown 
in figure 3. In some cases the matching fails to converge 
to the ideal representation due to excessive deformation or 
bad initialization. To discard these bad examples, we mea- 
sure the final distance of image pixels to the lines of final 
representation. If this distance exceeds some threshold, the 
image is taken as bad adjusted and i t  is discarded from the 
learning set. 

With the lineal representation of all sample images, we 
have, for each line of the symbol, a set of representations 
corresponding to all the variations of that line found in the 
learning set. Thus, for each parameter of the line (position, 
orientation and length), we can build the distribution of the 
values showing the variability of that parameter along the 
sample images. From this distributions we can calculate the 
mean and the standard deviation for each parameter and we 
can also calculate the covariance matrix among parameters 
to get interactions among them. In computing the mean of 
the parameters we cannot directly calculate the mean of the 
orientation parameter because it could lead to erroneous sit- 
uations due to the periodicity of orientation. Then, to get 
the mean of all line orientations we find the angle, Q which 
minimizes the following expression: 

n 

sin2 (ai - Q) (6) 
i= 1 
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Figure 4. Input images (above) and their lineal 
representation got by deformable template 
matching (below). 

where n is the number of sample images and cq is the ori- 
entation of the line for each image. 

The information extracted from parameter distributions 
(mean and standard deviation) allows to create the final rep- 
resentation of the symbol. The mean values for each param- 
eter are used to define the lines composing the ideal model 
of the symbol, while standard deviation is used to fix the 
standard deviation in probability distributions employed in 
the definition of internal energy - expression 2-. In this way, 
we can infer from the sample set, both the ideal representa- 
tion of the symbol and the parameters needed to define the 
cost function. 

4. Results and discussion 

We have applied this method to the learning of twelve 
hand-drawn architectural symbols. Our sample set consists 
of fifty images of each symbol, drawn without any kind of 
constraint by ten different people. Thus, images show in- 
trinsic variability of hand-drawn symbols, as we can see in 
figures 4 and 5. 

The first step in learning is getting the lineal description 
of the sample images. We have taken each image and we 
have applied deformable template matching to match it with 
its corresponding symbol. Figures 4 and 5 show some ex- 
amples of matching. They show how the final description of 
images results in a set of lines accurately representing them. 

However, and as we have explained before, deformable 
template matching is not always able to find a good repre- 
sentation for all images. Bad approximations can be filtered 
out by removing from the sample set those images with high 
distance from image pixels to the final lineal representation 
(figure 3). The resulting set, as that shown in figure 5 for the 
arrow symbol, is the base to derive the final representation 
of the symbol. 

The final description of every symbol is computed by 
taking the mean and the standard deviation for each line 
in the symbol. Applying this step to all twelve symbols, 
we have got the symbol representations shown in figure 6. 

Figure 5. Lineal representation of images 
used in learning for arrow symbol. 

Figure 6. Learned Representation of a set of 
architectural symbols. 

These representations correspond to the mean of position, 
orientation and length for every line of the symbol, taking 
all sample images. These final shapes reflect the expected 
ideal shape of every symbol, but with slight modifications 
due to hand-drawing distortions which have been learned 
from the sample set. In figure 7 we can see the distribution 
of values for the midpoint coordinate z of the four lines of 
an arrow along all sample images. We can see that lines 3 
and 4 have higher variability and then, their standard devi- 
ation is also higher. This information is added to the sym- 
bol representation when setting the standard deviation in the 
probability distribution defining internal energy - equation 
2 -. 

5. Conclusions 

Accurate description of the shape of symbols taking into 
account its variability is a key issue in the performance 
of any structural symbol recognition approach. Automatic 
learning of this description from a set of sample images 
is not an straighforward approach. In this work, we have 
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Figure 7. Distribution of midpoint coordinate 
x for the lines of an arrow along the set of 
samples. 

shown one method for automatically getting structural rep- 
resentations of hand-drawn symbols, able to capture the 
variability due to noise or hand-drawing. We only need to 
set a fixed number of lines for describing each symbol. 

We have used deformable template matching to get a 
lineal representation of each image. Deformable template 
matching always finds the description of the symbol with 
the best approximation to the image, being able to describe 
even very distorted shapes. 

The description of the symbols consists of a set of lines 
not necessarily connected, each line defined by three pa- 
ramcters: midpoint position, orientation and length. The 
method doest not only provide a representation of the 
model, but it  also gives information about shape variability 
by means of the variance o f  its parameters. This information 
can be used in recognition to penalize high deformations for 
lines with low variance while allowing them for lines with 
high variance. Automatic integration of this information for 
recognition is an issue to be further investigated. 

We also think that i t  could be very interesting and 
promising to explore the mapping from this representation 
to a graph structure, as graphs are the most used representa- 
tion in structural pattern recognition. This could lead to the 
extension of this approach to learning graph representations 
of symbols, allowing both to compute an approximation of 
the mean graph and an estimation of the cost function em- 
ployed in error-tolerant graph isomorphism. 
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