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SUMMARY

This paper presents a patient-sensitive simulation strategy capable of using the most efficient way the
high-performance computational resources. The proposed strategy directly involves three different players:
Computational Mechanics Scientists (CMS), Image Processing Scientists and Cardiologists, each one
mastering its own expertise area within the project. This paper describes the general integrative scheme but
focusing on the CMS side presents a massively parallel implementation of computational electrophysiology
applied to cardiac tissue simulation. The paper covers different angles of the computational problem:
equations, numerical issues, the algorithm and parallel implementation. The proposed methodology is
illustrated with numerical simulations testing all the different possibilities, ranging from small domains up
to very large ones. A key issue is the almost ideal scalability not only for large and complex problems but
also for medium-size meshes. The explicit formulation is particularly well suited for solving this highly
transient problems, with very short time-scale. Copyright � 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In [1], a statement of Daniel D. Streeter Jr. from [2] is reproduced: ‘No man-made structure is
designed like a heart. Considering the highly sophisticated engineering evidenced in the heart, it is
not surprising that our understanding of it comes so slowly’. This paper presents the development
of high-performance computational mechanics (HPCM) tools to help researchers and cardiologists
to get a deeper insight the problem. The need for efficient HPCM tools, capable of running at
top speed in currently available computational resources is also reflected in the paper of Bordas
et al. [3]. The present work aims at filling this gap.

Heart simulation is a complex problem. Hunter et al. [4] provide an authoritative review that
describes the International Union of Physiological Sciences (IUPS) Physiome Project. First of
all, the issue is extremely multi-disciplinary, with various communication difficulties among the
participants. Next, many scales and different physics are strongly coupled. As stated by LeGrice
et al. [5] the simulation scales covers eight orders of magnitude, ‘from the geometry of the cardiac
chambers down to descriptions of ion channel or T-tubule density and distribution’ which are tightly
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linked. Owing to the complexity of the problem, large-scale computational resources are needed,
rendering the parallelization issue a key point. Finally, experimental validation is inaccurate and
difficult to obtain, when compared to more traditional engineering problems on cars, planes or
pumps. This paper presents the multi-disciplinary work, focusing on the HPCM aspects. The goal
of this project is to apply the simulation tool to study the three-dimensional electrical propagation in
patient-specific ventricular geometries in the fastest way to give cardiologists an additional source
of information to understand how the heart works. Besides, from its very conception, the simulation
tool is flexible enough to introduce all the necessary modelization improvements preserving the
main features of the computational tool, particularly the scalability.

The paper is organized as follows. Section 2 describes briefly the problem we are dealing with,
including the simulation model. Next, Section 3 is described through the governing differential
equations and their backing set of hypothesis. Section 4 focuses on the numerical methods, including
improvements in the numerical treatment of the ionic current terms, shock-capturing techniques
and treatment of strong fiber gradients. The most important computational aspects, including
parallelization, are described in Section 5. All that is proposed in the paper is presented through
a set of numerical examples. The paper ends with the discussion, conclusions and future lines.

2. PROBLEM STATEMENT: THE WORKING FRAMEWORK

The working framework can be divided into two parts. First, how to establish the input for the
simulation and second, the simulation model itself. The first problem consists in developing the
tools for extracting the heart geometry from medical images that are processed to produce patient-
sensitive geometries. For each patient, the functionality and the geometry of the ventricles are
obtained using magnetic resonances imaging (MRI) techniques. In addition, some studies made in
ex vivo hearts give the average model of the fibers. Notice that special treatment must be designed
for the outcomes of these experiments in order to be used as inputs for a computer simulation. The
next problem is to devise the simulation model. A computational mesh is generated using both
geometry and fibers at the best resolution possible. After that, hundreds of processors are used to
run the simulation in some minutes. Finally, the results are post-processed. This paper focuses on
the simulation part. In the conference papers [6, 7], the image processing issues and the simulation
are briefly described.

2.1. The simulation model

During the past two decades, different modeling approaches have been developed for bridging
the physical scales corresponding to the different levels of the heart structural description in
an efficient and a realistic way [8, 9]. This process is part of a general one called integrative
biological modeling, which is an active research topic that includes structural, functional and data
integrations [10]. Currently, the researchers mainstream for bridging scales correspond both to
cellular and reaction–diffusion systems. The former is based on two components: discrete network
of cells representing the spatial structure and communication rules between cells in order to
reproduce the propagation wave. The latter is based on conservation laws and differential equations
to describe the excitation and propagation process in cardiac tissue. The present paper is based
on the second line of action, mainly relying in the models studied in works like [11, 12]. The
computational framework used is The Alya System for large-scale computational mechanics, which
is developed and maintained in the CASE Department of the Barcelona Supercomputing Center
(see, for instance, [13–16]). The finite element space discretization and the parallelization based
on automatic domain decomposition for distributed memory facilities are the main features of this
strategy. Fully implicit and explicit schemes are implemented. The resulting code is able to run
using elements of different space order (P1, P2, Q1, Q2) and higher order time schemes, in bi and
tri-dimensional domains of a non-homogeneous anisotropic excitable media. Fully implicit and
explicit schemes are implemented (see also [17]).
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3. PHYSIOLOGICAL MODELS

Well-defined mathematical and numerical models of cellular electrophysiology and action potential
propagation are of great importance for researching and understanding different electrophysio-
logical phenomena [18, 19]. Nowadays, a challenge is to design tools for using computational
models in medical applications, such as realistic simulations for prevention, diagnosis and therapy
of cardiac diseases [20, 21]. From the early 60s, generic models of single-cell (microscopic level)
have been created for a wide range of species and cardiac cell types, see an extensive list in [22].
These models have achieved a high degree of detail in the description of cellular ionic currents and
dynamics of several intracellular structures. They have been used to advance the understanding
of processes influencing specific patho-physiological responses, and have also been successful in
describing cell properties. Despite all these advantages, it is impracticable to derive a whole heart
(macroscopic level) by modeling every single cell that it contains [10]. The most obvious reason of
this impossibility is the huge computing requirements, which make the problem computationally
intractable.

Since the mid-forties, several methods have been developed in order to simulate the electrical
propagation in the excitable media (macroscopic or multicellular level) such as the cardiac tissue:
reaction–diffusion systems, cellular automata and hybrid models (again, [22]). Initially, they were
used to reproduce excitation propagation in two-dimensional sheets of cardiac muscle. In the last
years, several works have shown that these computational models can also be applied to describe
three-dimensional phenomena [11, 12, 23]. These models do not take into account microscopic
cellular behavior and, typically, the set of parameters that determines their action have scarce (or
null) physiological meaning.

3.1. The governing equations

In this paper, the electrophysiology potential �(xi , t) is modeled using a propagation equation
through a macroscopic continuous media combined with a microscopic model, properly projected
to the large scales. In this paper, we adopt some of the available physiological propagation models
taking for granted that the bridging scales’ projections are well done (it is worth to mention that
this fact is highly questionable, leaving further analysis for future work).

The basic form of the electrical activation potentials �� propagation equation is‡:

���

�t
= �

�xi

(
Dij

���

�x j

)
+L(��). (1)

The Latin subscripts count the space dimension of the problem. The Greek subscripts count the
number of activation potentials involved, �=1 for monodomain models and �=1,2 for bidomain
ones, extracellular and intracellular (like in [24]). Depending on that, some of the terms of the
propagation equation present differences. The equation’s right-hand side represents the transient
macroscopic model, based on the well-known continuum cable equation [22]. The diffusion term
is governed by the diffusion tensor Dij. The equation is set in a fixed reference frame and Dij
must describe the cable (i.e. cardiac tissue fibers) orientation in the fixed reference frame. In this
paper, we will show the results for two activation potential propagation models in a monodomain
scheme: Fitzhugh–Nagumo (FHN) [25] and Fenton–Karma (FK) [12, 26] with an anisotropic fiber
field. In the following section, both models are described.

3.2. Ionic current models: Fitzhugh–Nagumo and Fenton–Karma

When considering a monodomain scheme, �=1 and Equation (1) can be written as follows:

Cm
��

�t
= �

�xi

(
Dij

Sv

��

�x j

)
+ Iion, (2)

‡Einstein convention on repeated indexes is used.
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Figure 1. Fitzhugh–Nagumo and Fenton–Karma transmembrane potential � temporal evolution for a given
position. The shape differences between them can be reduced by parameter fine-tuning.

where Cm and Sv are constants of the models, the membrane capacitance (�Fcm−2) and the
surface-to-volume ratio, respectively. The total membrane ionic current is Iion (�Acm). FHN and
FK differ in the way they model the ionic current Iion, which is complemented with ordinary
differential equations for the so-called gate potentials. In Appendix A, the parameters for both
models are listed.

Fitzhugh–Nagumo model: In this model, to the ionic current definition, a gate potential W
equation is added:

Iion = c1�(�−c3)(�−1)+c2W ,

�W
�t

= ε(�−�W ).
(3)

W is called the recovery potential. Constants c1, c2 and c3 define the shape of the propagation
wave (Figure 1) and ε and � control the recovery potential evolution.

Fenton–Karma models: FK models are of higher complexity, as they decompose the ionic current
into three, each part with its own behavior. Additionally, it solves two additional ODE’s for the
so-called inactivation–deactivation gates

Iion = Jfi(�,V )+ Jso(�)+ Jfi(�,W ),

�W
�t

= �(�c−�)
(1−W )

�−
W

−�(�−�c)
W

�+
W

,

�V
�t

= �(�c−�)
(1−V )

�−
V

−�(�−�c)
V

�+
V

,

Jfi(�,V ) = −V

�d
�(�−�c)(1−�)(�−�c),

Jso(�) = �

�0
�(�c−�)+ 1

�r
�(�−�c),

Jsi(�,W ) = − W

2�si
(1+ tanh[k(�−�si

c )])

(4)

Jfi is the fast inward current, which is related to the depolarization of the membrane, being
analogous to the sodium current in the Beeler–Reuter and Luo–Rudy models. Jso is the slow
outward current, which deals with the repolarization of the membrane, analogous to the potassium
current. Jsi is a slow inward current analogous to the calcium current. � is the Heaviside function.
Depending on the choice of the model parameters, the FK mimics the Beeler–Reuter, modified
Beeler–Reuter, modified Luo–Rudy I or a Guinea Pig model (see [26]).
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4. NUMERICAL METHODS

This section describes the numerical method used to discretize the aforementioned equations.
Discretization is carried out using a variational formulation together with an FEM-based spacial
discretization and an FD-based Euler time integration. A similar scheme was introduced in [17].
The weak form of Equation (2) is: find �∈V such that ∀�∈W which verifies

∫
�

�
��
�t

dV =
∫
��

�
Dij

CmSv

��

�x j
n j dS−

∫
�

Dij

CmSv

��

�xi

��

�x j
dV +

∫
�

�Iion dV . (5)

SpacesW andV are the usual FEM trial and interpolation function spaces (see, for instance, [27]),
defined over space tessellations using time-independent compact support functions. The simulation
domain is � and its boundary is ��, both of them fixed in time. The first term on the right-hand
side is used to impose Neumann boundary conditions, for instance when considering the effect of
the media surrounding the simulation domain. As a first approximation, we will set the fluxes on
the boundaries to zero. No Dirichlet conditions are directly imposed. The time evolution of the
activation potential is triggered by initial localized impulses in some predefined locations.

The weak form equation (5) is discretized in space using the finite element method and, in time,
with a finite differences trapezoidal rule allowing backwards or forward Euler and Crank–Nicholson
formulations. Then, the diffusion matrix sets if the time integration scheme is implicit or explicit.
Both schemes have been programmed in Alya, but due to the highly transient character of the
propagating activation potential wave (1), to the large amount of degrees of freedom (2) and to the
strong non-linearities of the ionic current models (3), we have observed that the explicit scheme is
more convenient to solve large problems and the implicit one is better when the problems are small.
In [17], we have introduced a linearization treatment which has been decisive in implicit schemes
with larger time steps, solving small problems. In this paper, we will focus on large-scale problems
solved explicitly, which due to the shorter time steps do not need a special linearization treatment.
A last comment on parallel implicit methods for electrophysiology: due to space anisotropy coming
from fibers, the diffusion tensor is non-symmetric; therefore, precluding the use of Conjugate
Gradient methods. This fact favors the use of methods such as the one introduced in [14], an
efficient parallel strategy implemented in Alya for non-symmetric problems.

Bidomain and monodomain models: The bidomain models require the additional solution of a
Poisson equation for the extracellular activation potential. In this paper, bidomain models are left
aside. However, the resulting additional equation can be very efficiently solved with a parallelized
deflated conjugated gradient (DCG) already implemented in Alya and described in detail in [28].

Numerical integration of the Iion term: The FEM-based formulation leads to a mass matrix in
the time derivative term, a diffusion matrix with non-isotropic diffusion tensor and a non-linear
ODE-like term for the ionic current. In the explicit case, only the time derivative term is implicitly
solved with a so-called mass matrix that must be inverted and a residual nodal vector explicitly
computed at each time step. One alternative to yield a diagonal mass matrix that can be trivially
inverted is lumping, which consists of a special treatment of the rows of the consistent mass matrix
(non-diagonal) to diagonalize it. Another alternative is to take profit of the FEM properties using
a different integration scheme to compute the mass matrix. Figure 2 (left) shows three integration
cases for triangles: two open rules with either one or three integration points and one closed rule
with three integration points. ‘Closed’ means that integration points are coincident with nodes.
When the closed rule is used, nodal locality is preserved because shape functions are built by
setting them to one in its own node and zero in the rest of them. From Figures 2–5 this effect
can be assessed. Figure 2 describes the initial condition of an activation potential propagation
through anisotropic medium (kx =3ky), using the FHN model. Figure 3 shows a sequence of the
propagation obtained when the closed rule (top) and the open rule (bottom) is used to integrate the
ODE-like local non-linear terms. Note that the use of the open rule for the local term introduces
a significant error in speed and propagation behavior. Figure 5 shows the difference in speed
propagation by recording the solution at a point near the initial condition. The open rule (dotted
curve, so-called ‘no lumped’) produces a propagation that arrives earlier than the closed rule
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Figure 2. Integration rules (left) and initial condition for the anisotropic 2D potential propagation (right).

Figure 3. Anisotropic 2D potential propagation sequences: closed integration rule for
the ODE-like term (top) versus open integration rule for the ODE-like term (bottom).

The first option gives the proper shape and propagation speed.

(so-called ‘lumped’) to the witness point, as if an additional spurious diffusion is present. Moreover,
Figure 4 shows what happens when diffusion is set to zero and the ODE-like is integrated using
the open rule, therefore, ‘spacializing’ its effect. On the other hand, when the closed rule is used,
the initial condition, as shown in Figure 2, do not propagate.

The closed rule is also specially well suited for the ODE-like term Iion, which is a local non-linear
function of the unknown.
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Figure 4. Anisotropic 2D potential propagation sequences: when diffusion is set to
zero, by ‘spacializing’ the ODE-like terms using an open rule, an artificial numerical

diffusion is introduced, producing a wrong propagating behavior.
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Figure 5. Anisotropic 2D potential propagation: speed differences for the closed rule (‘lumped’) and the
open rule (‘no lumped’) used in the ODE-like term.

Critical time step: The critical time step for the explicit scheme is computed taken into account
only diffusion, leaving aside the non-linear term effect, as follows:

�tcrit= B
h2

2k
, (6)

where k=max(Dloc
ii )/CmSv and B is a safety factor to control the fact that the non-linear term

effect on critical time step is neglected. Through numerical experiments, we have observed that
Equation (6) is sufficiently conservative for all the cases we tested in the FK and FHN models for
P1 and Q1 2- and 3D elements, B=1 being a reliable option. The critical time step is computed
for each element and the lowest one is taken as global and used for the explicit time advance. The
critical time step is the characteristic time a signal takes to propagate within a discretization unit
(an element, a cell, etc.). Signal propagation is due not only to diffusion but also to non-linear
terms. However, we have observed that for these problems, the most stringent is that of diffusion.
Recall that the critical time step is ‘critical’ only for explicit integration schemes like the one
we are using in this paper. In previous works [17], we have reported to solve the problem using
implicit algorithms, which allows larger time steps.

Strong potential gradients treatment in the implicit case: Figure 1 shows how sharp the prop-
agating potential wave depolarization and polarization can be. We have observed that for the
implicit cases, where larger time steps are used, apart from the non-linear treatment, a special

Copyright � 2011 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Biomed. Engng. (2011)
DOI: 10.1002/cnm



M. VÁZQUEZ ET AL.

treatment for large gradients must be included. In [17], we have introduced a shock-capturing
method based on [29–31], which was originally devised for convection–diffusion equations and
then adapted to fluid flow ones. Shock-capturing techniques are numerical tools that eliminates
spurious non-physical oscillations localized around large gradients. These oscillations are typical of
non-linear problems and appear when the gradients are not resolved by the spacial discretizations.
We propose to cope with this problem using an anisotropic shock-capturing (ASC) technique.
Suppose a diffusion–reaction equation like Equation (2), re-written as

��

�t
−kij

�2�
�xi�x j

+S(�)=0,

where we have denoted S(�) as the grouping of the non-linear terms and kij as a generic diffusion
tensor. The Einstein summation convention on repeated indexes is used. According to the afore-
mentioned method, a numerical shock-capturing diffusion coefficient ksc is computed elementary,
at the Gauss points level:

ksc= 1

2
�sch

|R(V h)|
|∇V h | . (7)

This numerical diffusion is properly added in the corresponding (discretized weak form) diffusion
terms for each component, comparing with the physical diffusivity of the fibers. In this way, the
introduced diffusion is consistent. The supraindexed V h represents the projection of the continuous
action potential on the discretized space. R(V h) is the space–time (discretized weak form) equation
residual, and h is a characteristic length of the discretization element, typically the radius of the
inscribed sphere (or circle in 2D). When there are no convection terms (as it is the case), �sc=0.7,
a constant coming from numerical analysis. Note that the numerical diffusion ksc is only present
when the discrete equation residual rises. It is worth mentioning that none of the explicit examples
used in this paper required shock-capturing techniques, but required only the implicit ones with
large time steps.

Space discretization: Alya is endowed with a large data base of element types for the FEM-based
space discretization. In this work we show results for simple examples in 2D made of P1 elements
(triangles) and P1 and Q1 elements in 3D (tetra and hexahedra). After some tests, tetrahedra
have been chosen to solve the large-scale problems. Tetrahedra meshes can be easily adapted to
complex geometries and are efficiently generated from raw data, using mesh generators such as
Tetgen [32].

Anisotropic diffusion tensor and fiber fields: As discussed in [33–35], the heart-layered structure
could strongly influence activation potential propagation (and eventually, mechanical properties).
Strong gradient on fiber fields could be used to detect this local sheet-like structure. Diffusion
tensor imaging (DTI) [36] is a relatively new imaging modality able to measure diffusion of
water molecules, and specially well suited to visualize fibrous tissue such as myocardial fibers.
It provides volumetric data containing point-wise real-valued symmetric tensors. These tensors
decompose into local eigensystems with the principal eigenvector aligned to the orientation of the
fiber. The set of all principal eigenvectors leads to a vector field whose integration (by means of
tractographic techniques) provides a unique visualization of the myocardial architecture. Figure 6
shows the tractography of a fiber field for a left ventricle.

As explained above, the diffusion tensor Dij in (1) is written as

Dij=C−1
ik Dloc

lk Clj (8)

Clk is the base change matrix from the local fiber-aligned reference frame (ai ,c1i ,c
2
i ) to the global

reference frame and Dloc
lk is the local diagonal diffusion matrix, whose diagonal components are

the axial and crosswise fiber diffusion. The crosswise diffusion is equal and typically one-third
of the axial diffusion [37, 38]. Although there is no discontinuity between the fiber layers, there
is a thin region of strong fiber orientation change which can be naturally identified by computing
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Figure 6. Tractography performed onto the average fiber architecture.

Table I. Anisotropic diffusion, with or without special treatment of large gradients.

Do elementary loop
• Compute the fiber ai gradient tensor Gij=�ai/�x j
• Compute the eigenvalues and eigenvectors of Gij
• If the largest eigenvalue is lower than a threshold

◦ Compute c1i and c2i lying in the plane normal to ai
◦ Set an isotropic diffusion in the plane span by c1i and c2i
◦ Compute Dij=C−1

ik Dloc
lk Clj

• Else, if it is larger
◦ Set c1i as the largest eigenvalue direction
◦ Compute c2i =εijka j c

1
k , where εijk is the Levi-Civita symbol

◦ Compute a corrected c1i =εijka j c
2
k

◦ Set an anisotropic diffusion in the plane span by c1i and c2i• End If
End Do

the gradients. Then, for the discretization elements with large fiber gradients, the strongest change
direction (i.e. that of the eigenvector with the largest eigenvalue) can be identified locally with the
first crosswise direction c1i . In general, this c1i is almost normal to the local axial fiber vector ai .
However, to obtain a proper local basis, a small correction is usually required. In brief, the procedure
is given in Table I.

5. COMPUTATIONAL ASPECTS: FROM FLEXIBILITY TO PARALLELIZATION

The simulation models presented here are implemented in the Alya System, conceived for
simulating coupled multiphysics computational mechanics problems in parallel. Alya [13] is
designed from scratch to take profit of parallel architectures with two premises: programming
flexibility and parallel efficiency. Programming flexibility means that new Physical models
could be rapidly implemented and integrated in the framework. Then, the new models will run
either alone or coupled with other models. Additionally, a set of complementary tools will be
available to the models to perform specific tasks, such as run in parallel in distributed memory
architectures.

A careful design at the early stages in the code development sets the basis for an efficient
parallelization, thanks to the code modularity, can be inherited by all the modules running either
alone or coupled. Parallelization follows a multi-level strategy, with an outer level based on MPI
and automatic mesh partition for distributed memory through interconnected multicores, and one or
more inner levels for shared memory within the multicore and/or the accelerators. This strategy is
particularly well suited for the typical parallel architectures today and, very likely, in the mid-term
future: clusters of multicore processors, eventually complemented with accelerators such as GPUs.
It is worth mentioning that this is the currently (2010) most extended architectures, covering from
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desktops up to large-scale supercomputers. The main advantage of this strategy can be clearly
seen with an example. Once the electrophysiological model is up and running in parallel, the
mechanical coupling could be attacked in the same code. After some weeks of programming, the
coupled model was up and running in parallel (preliminary results in [39, 40]).

In the core of the parallelization outer level lies the automatic mesh partition tool, METIS [41].
It partitions the original mesh into subdomains under two constraints: load-balance and minimal
contact surface between subdomains. One example presented in next section shows the action of
METIS on unstructured mesh, Figure 14. Mesh partition is done as a pre-process stage following
a Master–Slave strategy, previously described in [14].

The Master–Slave strategy: The Master reads the mesh, performs the automatic partition and
dumps some output files (for example of the convergence residuals). The slaves build the local
element matrices (LHS, left-hand side) and right-hand side (RHS) and are in charge of the resulting
system solution in parallel. While running, the Master controls the general situation of the run,
checking the stop criteria.

Inter-subdomain communications: In a finite element implementation, only two kinds of
communications are necessary between subdomains. The first type of communication consists in
exchanging arrays between neighbors with MPI_Sendrecv to compute the system matrix (the
LHS), for implicit schemes, and the residual (the RHS), for both implicit and explicit schemes.
The strategy is the following:

1. For each slave, compute elemental LHS and RHS.
2. For each slave, assemble (scatter) elemental RHS and LHS into global LHS and RHS.
3. Exchange RHS of boundary nodes, the nodes belonging to more than one subdomain, and

sum up the contribution.
4. The operations of an iterative solver are matrix–vector multiplications. Then, for each slave,

compute matrix–vector multiplication.
5. Exchange the results on the boundary nodes, as was done for the RHS.

The second type of communication is global and of reduce type with MPI_Reduce. It is used to
compute:

• The critical time step: it is the minimum over the slaves.
• The convergence residual: the sum over all the nodes of the domain. Residuals are required
to check the different convergence tolerances of the scheme.

• Scalar products: they take part as iterative solvers.

It is important to stress that we use the mesh partitioning only to distribute work among the cores,
so the solver gives at every moment the same result running in parallel with many partitions as
running sequentially with a unique partition.

Critical issues of the parallelization strategy: In order to have an efficient algorithm to run on
thousands of processors, some important aspects of the parallelization must be carefully treated:
mesh partitioning, node numbering and communication scheduling.

The mesh partitioning is performed using METIS [41]. The main input data of METIS are
the element graph and the weight of the vertexes of the graph. In this work, no-hybrid mesh is
considered. The difficulty of hybrid meshes for implicit scheme stems from the fact that such an
algorithm involves both elemental and nodal loops: elemental for the assembly of the LHS and
RHS; nodal in the solver. The element graph is computed by considering as the adjacent elements
to element e only the elements sharing a face with e. Figure 7 shows a 1000-partition of the
1M-tetrahedra volume mesh for a left ventricle.

The second important aspect is the node numbering of the local (slave) meshes. In order to
perform efficient data exchanges between slaves, the local nodes are divided into three categories,
as illustrated in Figure 8. The nodes are numbered as follows:

• Interior nodes. They are the nodes that are not shared by another subdomain. They are
numbered using the Metis function METIS_NodeND [41], which ‘computes fill reducing
orderings of sparse matrices’.
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Figure 7. Thousand domains mesh partition performed by Metis (left)
on a 1M-tetrahedra unstructured mesh (right) of a single left ventricle.

Figure 8. Local node numbering. From light to dark: internal nodes,
other subdomains boundary nodes and own boundary nodes.

• Boundary nodes. They are the nodes for which subdomains contribution must be summed up
when computing a RHS or a matrix–vector product. The information they carry are repeated
for neighboring subdomains. They are divided into Own and Others’:

◦ Own: Boundary nodes for which the subdomain is responsible. This is useful for computing
the convergence residual so that the residuals of the boundary nodes are accounted for only
once before performing the sum over the subdomains with MPI_Reduce.

◦ Others’: Boundary nodes belonging to a neighboring subdomain.

The next aspect concerns the communication scheduling [42]. Figure 9 illustrates the importance
of scheduling on a simple example. For this example, each subdomain has to communicate with all
others. On the top part of the figure, we observe the consequence of a bad scheduling, for which
the communication is carried out in five steps. For example, during the first step, subdomain 2
cannot communicate with the subdomain 3 until the last one has communicated with subdomain 1.
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Figure 9. Scheduling strategy on a simple example. (Top) Bad communication scheduling in five steps.
(Bottom) Optimum communication scheduling in three steps.

The way to optimize the scheduling is that at each communication step, every subdomain should
communicate. The bottom part of the figure illustrates the optimum scheduling for this example,
performed in three communication steps.

6. NUMERICAL EXAMPLES

The proposed scheme is assessed with two kinds of numerical examples. A simple academic
problem using hexahedra Cartesian domains is used to assess several basic aspects of the algorithm,
such as the fiber anisotropy treatment, the sensitivity to errors in the fiber field and the scalability
in parallel runs. Next, a large-scale example for two ventricles with fiber distribution is presented.

6.1. Hexahedra domains

Hexahedra domains with different discretization grains are used to adjust some of the algorithm
parameters. Figure 10 shows the activation potential as it propagates. The mesh is a structured
one, made of 12 000 tetrahedra (2926 nodes). The physical size of the domain is 2×5×5 cm. It
is a monodomain model with the FitzHugh–Nagumo scheme, using the models’ set of parameters
c1=10.0, c2=1.0, c3=0.1, �=0.01.

6.1.1. Fiber field errors in data acquisition. A second important aspect to assess is the effect
of errors in the input fiber field, derived from the data acquisition methodology. Random noise
is essentially white and has its origin in thermal Brownian motion of electrons. This noise is
superposed in DTI images by two components: noise from the scanner apparatus and noise from
the patients body inside the scanner. Additionally, there is the inherent error in considering the
DTI output as the fiber field. In order to evaluate the error sensitivity, three different examples of
the same slab were run: one with a uniform fiber field, set as the reference, and two more with
perturbed fiber fields (10 and 20% of random noise). The percentage of error added to the direction
of fibers in the reference is defined by �±� ·g ·r (xi ), where g=0.1 or g=0.2 and 0�r (xi )�1 is
a random function defined for each point in space xi . To quantify the error of such a transient
problem, we post process the isochrones for each case. The isochrones are contour lines connecting
points where the propagating potential reach a marker value at the same time, this marker being
the peak value of the activation potential wave. Then, once the polarization wave passes through
all the domain, the isochrone field can be compared for the different cases in the discrete L2 norm,
Figure 11.

6.1.2. Strong fiber anisotropy. By identifying strong fiber anisotropy through the gradients prin-
cipal axes, we propose a natural way of adding sheet-like structure to the tissue. In this way, the
fiber crosswise diffusion, which is co-linear with the gradient can take a lower value, ‘delaying’
the propagation rate when passing through the inter-layer thin region. Figure 12 right shows the
activation potential in a slab when crossing from an z-oriented (right half of the slab) to a y-oriented
fiber field (left half of the slab). For comparison, on the right side of the figure, the slab with fibers
but without special treatment of strong gradients is shown at the same time.
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Figure 10. Electrical propagation trough an ideal isotropic cardiac tissue, performed using FitzHugh—
Nagumo model. The structured mesh contains 12 000 tetrahedra.

Figure 11. Noise in fiber orientation in 3D. In (a) the distribution of fibers has no
noise. In (b) noise in fiber orientation has grown up to 10%. Fibers in (c) has 20%

of random noise. The correspondent isochrones are (d)–(f).

6.1.3. Scalability. The slab example, now with a much finer mesh, is used to assess the scalability.
Runs with a 10M tetrahedra were carried out, ranging up to 1000 CPUs in BSC’s Marenostrum
supercomputer. Marenostrum is a distributed memory cluster made of 10 240 IBM PPC processors.
The plot in Figure 13 shows the so-called hard scalability, i.e. the scalability measured keeping
constant the problem size while increasing the number of processors. The scheme’s hard scalability
shows an almost linear behavior.

6.2. Two ventricles

This example measures the potential of the proposed methodology for simulating the electro-
physiology problem in more realistic cases. We analyze the different steps of the simulation
process.
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Figure 12. Strong fiber anisotropy. Anisotropic propagation without using the special treatment of large
gradients (left) compared to the proposed method (right). Note how the activation propagation is delayed

through the region with strong gradients in the fibers.

0

100

200

300

400

500

600

700

800

900

1000

0 100 200 300 400 500 600 700 800 900 1000

S
pe

ed
 U

p

CPU

Explicit FHN equation
ideal

Figure 13. Scalability up to 1000 cores of Marenostrum supercomputer.

Figure 14. Input data sets (left) and close-up of the tetrahedra mesh produced by
Tetgen using the data available at http://www.ccbm.jhu.edu/. Patches (right) are related

to the mesh partition carried out by Metis for parallelization purposes.

6.2.1. Data acquisition and medical image processing. DTI data used in this work belong to
healthy canine hearts and is freely available at http://www.ccbm.jhu.edu/. Apart from fiber archi-
tecture, DTI provides, in a single scan, the external anatomy of the whole myocardium by means
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Figure 15. Activation potential propagation.

of the so-called unweighted volumes. The heart geometry is described as a field of points regularly
distributed in horizontal cuts of the heart, with a mean resolution of 0.2mm. Figure 15 (left) shows
how data sets are input and the resulting mesh is generated using Tetgen [32]. Together with the
point coordinates, the fiber orientation is provided also at each of the points. Tetgen is used next
to generate a mesh using the points as nodes.

6.2.2. Simulation. The resulting meshes look like that of Figure 15. In the example shown, the
mesh is made of 17M tetrahedra, with a resolution of 0.2–0.15mm, which is comparable with the
resolution of the medical images obtained nowadays. A 2000ms simulation runs in a bit more than
15min of wall clock time using 500 cores of Marenostrum, resulting in a mean of 34K elements
per core which comes from the Metis partition. It is worth mentioning that neither queue waiting
time nor delays due to hardware failures are not included in wall clock time.

6.2.3. Data analysis. Figure 15 shows the evolution of the activation potential in the heart. The
initial condition comes from experimental evidence [43]. Two stimuli spread from the base to the
apex with a delay of 30ms between them. The six pictures are snapshots of the propagation at six
different times. Figure 16 shows the isochrones. At the left, those of an isotropic model are shown
for reference and comparison with the picture on the right. Note how the isochrones became much
tighter packed in the septum and the broken, arrow-like shape in the left ventricle wall, due both
cases to the fiber conduction action.

7. DISCUSSION

The purpose of this simulation model is to be capable of reproducing the behavior of the heart
with the best degree of accuracy possible in a computer. The resultant simulation tool has to be
prepared to include all the Physiological complexity of the currently available models, including
data assimilation and parameters fitting. Moreover, as medical imaging progresses, the highest
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Figure 16. Isochrones.

simulation fidelity is required. For all these reasons, these authors strongly believe that, particularly
in this field, an efficient parallel platform is a must. This paper introduces the computational aspects
of an Electrophysiology model of the heart, capable of running on thousands of processors and
flexible enough to easily build up much more complex models. The ‘computational aspects’ goes
from the numerical algorithms up to the parallel implementation. The paper describes all these
points, focusing on the novelties of the scheme.

From the numerical point of view, first we introduce a method to cope with high anisotropic
fiber behavior. This method is a zeroth-order strategy to detect sheet-like structures, such as those
mentioned in [5]. In this way, these structures could be detected upon the measured data in those
parts where fibers change direction abruptly. This fact will certainly influence the electrophysi-
ological behavior and the mechanical deformation, which certainly requires orthotropic models.
We have also run some tests adding noise to the fiber field and shown to what extent this noise
influences the final results. We have observed that results have a much higher sensitivity to the
anisotropic treatment with strong gradients in the fiber field than to the noise in the fiber field.
Another novel numerical aspect is how the ODE-like terms in the model are treated. We propose
to use a different numerical integration for these terms, similar to that used for the lumped mass
matrix. In Figures 2–5, we have shown that if the ODE-like local terms are ‘spacialized’, the
solution presents spurious numerical effects that can lead to plainly wrong results (notably, the case
with zero diffusion). These three points are clear examples of how a different numerical treatment,
which is basically correct, can yield deep errors. If we are dealing with a single case, some model
parameters could be adjusted to somewhat correct the problem. For instance, slightly changing the
diffusion to correct speed propagation when no special integration is used in the ODE-like terms.
However, it is obvious that this is not the correct strategy when solving many cases, with high
dispersion on geometry and parameters, and one wants to assimilate measured data.

On the computational side, we introduce the implementation aspects of the parallel platform
Alya. We describe some special parallelization issues, such as mesh partition, communication
and data arrangement and storage. The combined flexibility and parallel performance add a great
advantage to the proposed approach when extending the model toward data assimilation, multi-
scales and multiphysics. The present scheme shows almost linear scalability plots for thousands of
processors in explicit and implicit formulations. When carefully programmed, this is inherited by
all the Physical problems simulated in the platform. Then, in Alya, electrophysiology, mechanical
deformation and fluid flow can be coupled retaining this parallel efficiency. On the other hand, we
believe that writing separate codes for each problem could represent a big hindrance. We strongly
advocate that in order to attain the best parallel efficiency in modern platforms, you should not
parallelize a sequential code but you must write a code sequentially or parallelly.

Ours is not the only and first effort in this direction and for this field. In 2005 Nickerson et al.
[44], report 1000 ms of simulation of contraction and ejection in a heterogeneous left ventricular
model. They run the problem on eight processors in three weeks time using an IBM Regatta
P690 high-performance computer. In 2010, researchers in Oxford presented results of scalability
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from the parallel simulation package Chaste going up to 2048 cores [45–47] and reported 90%
scalability up to 512 cores and progressively degraded further. Washio et al. [48] presented an
algorithm for multi-scale heart simulation that took about 10 h using 6144 cores.

8. CONCLUSIONS AND FUTURE LINES

This paper introduces the computational aspects of an Electrophysiology model of the heart,
capable of running efficiently in large-scale parallel facilities and flexible enough to build up a
much more complex model. We describe here the physiological models implemented, FHN and
Fenton–Karma. From the numerical point of view, we introduce a method of coping with high
anisotropic fiber behavior. By proposing the use of a close nodal integration rule for the mass
matrix, a consistent local-spatial scheme is obtained. In addition, a shock-capturing technique
is proposed, which is required in the implicit scheme because longer time steps increase the
non-linear effects. On the computational side, we introduce the implementation aspects of the
parallel platform Alya. We describe some special parallelization issues, such as mesh partition,
communication and data arrangement and storage. Some numerical examples are used to test the
scheme and its implementation. Sensitivity to both fiber field errors and strong gradients treatment
is evaluated. Finally, two-ventricle geometry is used to show the simulation platform potential in
more realistic cases.

This paper is introductory to a wider Computational Biomechanics strategy. Combining the
experience acquired in Electrophysiology and our own background in HPC techniques, we have
written a parallel code specific for the computational electrophysiology (CEPh) problem and
adapted to run very efficiently in IBM Cell B.E. processors [49]. The problem has also been
programmed for GPGPUs accelerators using our platform Waris [50]. In both cases, they run
orders of magnitude faster than the Alyas case. They are based on Cartesian meshes and finite
differences schemes with a pre-process stage to embed heart geometry.

A second research line is to advance further the coupling of the activation potential with the
mechanical deformation. In [39, 40] we present an electromechanical model, which uses a large
strain total Lagrangian formulation as the mechanical model. The material model implemented is
an Ogden type specially designed for the heart. Both, the electrical and the mechanical models,
are integrated in Alya, keeping intact the good scalability properties of the scheme presented here,
now for the coupled model.
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