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Abstract. This paper presents a comparative study between two road
approximation techniques—planar surfaces—from stereo vision data. The
first approach is carried out in the v-disparity space and is based on a
voting scheme, the Hough transform. The second one consists in com-
puting the best fitting plane for the whole 3D road data points, directly
in the Euclidean space, by using least squares fitting. The compara-
tive study is initially performed over a set of different synthetic surfaces
(e.g., plane, quadratic surface, cubic surface) digitized by a virtual stereo
head; then real data obtained with a commercial stereo head are used.
The comparative study is intended to be used as a criterion for fin-
ing the best technique according to the road geometry. Additionally, it
highlights common problems driven from a wrong assumption about the
scene’s prior knowledge.

1 Introduction

Recently, several techniques relaying on stereo vision systems have been proposed
in the literature for driver assistance applications. These techniques have to deal
with classical 3D processing and modelling problems together with real time
constraints. The latter have motivated the use of driver scene’s prior knowledge
in order to simplify the problem.

A common problem in every on-board vision system (monocular/stereo) is the
real time estimation of position and orientation, related to the current 3D road
plane parameters—the ego-motion problem (e.g., [I], [2], [3]). Note that since
the 3D plane parameters are expressed in the camera coordinate system, the
camera position and orientation are equivalent to the plane parameters. Different
algorithms have been proposed in the literature for road approximation from
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stereo vision data. These approaches can be broadly classified into two categories
depending on the space where the processing is performed: v-disparity space and
FEuclidean space.

v-disparity space based approaches, originally proposed by [4], obtain a road
approximation by using the scene prior knowledge and avoiding 3D data point
computation. Disparity values correspond to the differences between the right
and left images, while the corresponding v-disparity representation is computed
by accumulating the points with the same disparity value that occur on a given
image line. The v-disparity space allows to represent in a compact way the
current scene geometry. An appealing feature of v-disparity representations lie
in the fact that a plane in the Euclidean space becomes a straight line in the
v-disparity space. Therefore, plane fitting becomes segment fitting. Actually,
instead of segment fitting the use of Hough transform has been proposed in [4];
since then also adopted by those techniques working in the v-disparity space.
The Hough transform is used with a voting scheme to extract the largest sub-set
of points that define a straight line; unlike fitting techniques that find the best
straight line for the whole set of points (e.g., least squares fitting).

After the original proposal [4], several v-disparity based approaches have been
developed for driver assistance: obstacle or pedestrian detection (e.g., [5], [@], [7]),
atmospheric visibility measurement system [8], etc. Recently, the v-disparity ap-
proach has been extended to a u-v-disparity concept in [9]. In this new proposal,
dense disparity maps are used instead of only relying on edge based dispar-
ity maps. Working in the disparity space is an interesting idea that is gaining
popularity in on-board stereo vision applications, since planes in the original
Euclidean space become straight lines in the disparity space. However, it should
be noticed that this approach has been proposed under the assumption that the
road geometry fit to a plane. If this assumption does not hold, the straight line
extracted in the v-disparity space wouldn’t correspond to the best fitted plane
in the Euclidean space.

In turn, Euclidean space based approaches are focused on the use of 3D data
points directly in the 3D space—dense or sparse representations. For instance,
[10] proposes a road approximation technique that works in the Euclidean space,
by using a method similar to the Hough transform over a lateral projection of the
original 3D points. On the contrary, a least squares fitting approach is used in
[11], by previously removing outliers. Hence, a real time estimation of on-board
camera extrinsic parameters, related to the plane that minimizes the sum of the
squares of the offsets (“the residuals”) of the whole set of points, is obtained. In
this case, road plane fitting is performed in the 3D Euclidean space by using a
compact and structured representation of the raw input data points.

The current paper aims at comparing a v-disparity space based approach [4]
with an Euclidean space based approach [11], without going into details on their
corresponding implementations; the main objective is to study their validity,
while at the same time conclusions are obtained.

The remainder of this paper is organized as follows. Section 2] briefly describes
the v-disparity space based road approximation technique [4]. Then, section Bl
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Fig. 1. (left) Disparity map from the left and right images of a given stereo head.
(right) The corresponding v-disparity representation.

introduces the road approximation technique in Euclidean space [11]]. Section @l
presents comparisons obtained with synthetic and real scenes. Finally, discus-
sions and conclusions from the comparative study are given in section [B

2 Road Approximation in v-Disparity Space

As mentioned above several approaches have been proposed based on the fact
that a plane in the Euclidean space becomes a straight line in the v-disparity
space. Up to our knowledge, all these approaches are based on the use of Hough
transform for detecting a straight line, which is assumed to be the road plane pro-
jection in the v-disparity representation. Figure D{right) shows the v-disparity
representation corresponding to the disparity map presented in Figure [Iileft).

Hough Transform (HT) is generally used in image processing for finding shapes
in images or set of data points. The underlying principle of HT is that there is an
infinite number of potential lines that pass through any point, each at a different
orientation. Hence if all possible straight lines, for every data point in the image,
are considered at once and represented in a (r, #) space, which correspond to
the angle and distance to the origin of a normal to the line in question. The
position with most crosses at the (r, 0) space will define the straight line with
most points. This voting scheme has been largely used for feature detection as
well as for solving regression problems. For instance, HT has been used by [4],
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Fig. 2. Road approximation in Euclidean space

[B], [6] and [7] to find the the largest sub-set of points that define a straight line
in the v-disparity space. This straight line corresponds to the 3D road plane in
the Euclidean space.

3 Road Approximation in Euclidean Space

Approaches proposed to work in Euclidean space essentially consist of two stages.
Initially, 3D data points are structured in such a way that a real time processing
could be performed. Then, a fitting technique is used for finding the best surface
that approximate those data points [12]. The least squares fitting technique is
the simplest and most commonly applied procedure for finding the best-fitting
surface to a given set of points. It minimizes the sum of the squares of the offsets
of the points from the surface. The sum of squares of the offsets is used instead
of the offset absolute values because this allows the residuals to be treated as a
continuous differentiable quantity.

In [11], the first stage consists in generating a compact 2D representation of
the original 3D data points—Ilateral view of 3D data points. Then a RANSAC
based least squares approach is used for fitting a plane to the road candidate
points selected in the 2D projection (YZ plane). Figure [ presents a sketch of
road approximation in Euclidean space.

4 Comparisons

The two approaches introduced above have been compared with different road
geometries. Initially, synthetic data points were obtained by using a virtual stereo
head. Then, data points from real scenes were considered by using a commercial
stereo head.

4.1 Synthetic Data

A virtual stereo head has been defined by using two virtual pin-hole cameras.
A similar configuration to the one provided by the commercial stereo head used
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Table 1. Comparisons: Synthetic Scenes
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v-DISPARITY | EUCLIDEAN
SURFACE SPACE [4] SPACE [11]
{Mean Sq./Max.} | {Mean Sq./Max.}
Error [m] Error [m]
Plane 0/0 0/0
(with noise) 0.007 / 0.008 0.007 / 0.008
Quadratic (35 m at 1000m) 2.68 / 34.49 0.44 / 8.47
(with noise) 2.68 / 36.69 0.44 / 8.93
Quadratic (100 m at 1000m) 24.14 /103.48 3.98 / 2541
(with noise) 24.12 / 110.29 3.98 / 26.99
Cubic (35 m at 1000m) 2.89 / 36.98 0.80 / 11.79
(with noise) 2.89 / 39.44 0.80 / 12.52
Cubic (100 m at 1000m) 20.61 / 98.63 5.69 / 31.45
(with noise) 20.60 / 105.38 5.69 / 33.49

in the real data experiments has been adopted (see[4.2]). Different surfaces have
been considered and their corresponding images (left/right) have been used for
computing disparity values. Disparity values were used for obtaining the corre-
sponding v-disparity representation. For every pixel of the synthetic images 3D
information was directly computed by finding the intersection between the ray
that passes through that pixel (image plane) and the considered surface. Every
surface was used twice; firstly, with the synthetic data computed as indicated
above and secondly, by adding noise to the surface. The noise grows accord-
ing to the depth trying to model accuracy of stereo vision systems—inversely
proportional to depth (e.g., [13], [I4]).

Following [4], the HT was used for obtaining road plane parameters from
the straight line extracted in the v-disparity space. On the other hand the corre-
sponding 3D data points were directly used for computing road plane parameters
in the Euclidean space [I1]. In both cases, the mean square error and maximum
error between the computed planes and the set of 3D data points were computed
and used as comparison criteria between the two techniques. Table [l presents
results obtained with different surfaces. As it was expected, both approaches
give the same results when planar surfaces are considered (with/without added
noise). On the contrary, smaller mean square errors and maximum errors are
obtained by using a fitting scheme in the Euclidean space [L1] instead of using
HT in v-disparity space [4], when non-planar surfaces are considered.

4.2 Real Data

A commercial stereo vision system ([www.ptgrey.com] Bumblebee from Point
Grey) was used. It consists of two Sony ICX084 Bayer pattern CCDs with 6mm
focal length lenses. Bumblebee is a pre-calibrated system that does not require
in-field calibration. The baseline of the stereo head is 12 cm and it is connected
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Table 2. Comparisons: Real Scenes

Plane Fitting in Plane Fitting in
Road Profile in v-DISPARITY | EUCLIDEAN

Euclidean Space SPACE [4] SPACE [1]]
{Mean Sq./Max.} | {Mean Sq./Max.}

Error [m] Error [m]

0.94 / 8.51 0.66 / 5.35

3.34 / 13.88 1.74 / 8.22

2.58 / 16.58 0.96 / 11.27

DI S
0.87 / 11.22 0.60 / 9.08

to the computer by a IEEE-1394 connector. Right and left color images were
captured at a resolution of 640x480 pixels. Camera control parameters were set
to automatic mode to compensate global changes in the light intensity. For every
couple of right/left images the corresponding disparity image and 3D data were
computed by using the provided 3D reconstruction software. Disparity values
were used for computing the v-disparity representation. It is later on used by
[4] to obtain the road plane parameters. On the other hand, 3D data points
were used for fitting the road plane as indicated in [I1]. As in the synthetic
case, mean square errors and maximum errors were computed for comparing the
obtained results. Table2lpresents some of the results obtained with different road
geometries. It can be appreciated that in all the cases working in the Euclidean
space, by using a fitting technique, gives better results than those obtained in
v-disparity space, by using HT.

5 Discussions and Conclusions

This paper presents a comparative study between two different road approxi-
mation techniques generally used on stereo based driver assistance applications.
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Although both approaches are valid for road plane extraction, working in the
v-Disparity space could drive to wrong results do to the use of Hough transform
with non-planar road geometries.

Although voting and fitting schemes would give the same result when a per-
fectly planar road is considered (ideal case) differences will appear when non
planar roads are processed. It is easy to see that the segment that passes through
more points will be obtained by using the HT, which does not necessarily corre-
spond to the most representative one for the whole set of points.

The non-linear representation of disparity values (Figure [[[(left)) rises up as
an additional drawback when v-disparity space is considered. Figure [{right)
presents the wv-disparity representation of a scene ranging between 5 and 50
meters in depth. Notice that less than a quarter of disparity values (from 0 up
to 50, having a total span higher than 200 values) are used for representing
more than 70% of depth values (distances from 18 up to 50 meters). This non-
linear mapping makes that more attention is paid to nearest points, instead of
considering all the points equally (almost half of disparity values, from 100 to
200 are used for representing distances in between 6 and 11 meters, about 11%
of depth values). Recently, [I5] has also noticed this drawback and proposed a
measurement to estimate the quality of the v-disparity image according to road
flatness. This image quality value is used for computing the on-board camera
pitch orientation.

Although out of the scope of this comparative study, it should be mentioned
that the extraction of planar representations with Hough transform in the v-
Disparity space is faster than fitting in Euclidean space, since most of the CPU
time required by 3D reconstruction algorithms is avoided.

We can conclude that [4] can be used in highways environments where road
vertical curvature could be neglected. However, if the on-board stereo system is
intended to be used on urban driver assistance applications [4] could drive to
wrong results, particularly those urban scenarios in non-flat regions. In this case,
a technique such as the one presented in [I1] is better suited.
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