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Abstract—Intestinal contractions are one of the most important
events to diagnose motility pathologies of the small intestine.
When visualized by wireless capsule endoscopy (WCE), the se-
quence of frames that represents a contraction is characterized by
a clear wrinkle structure in the central frames that corresponds to
the folding of the intestinal wall. In this paper we present a new
method to robustly detect wrinkle frames in full WCE videos
by using a new mid-level image descriptor that is based on a
centrality measure proposed for graphs. We present an extended
validation, carried out in a very large database, that shows that
the proposed method achieves state of the art performance for
this task.

Index Terms—Wireless Capsule Endoscopy, Small Bowel
Motility Dysfunction, Contraction Detection, Structured Predic-
tion, Betweenness Centrality.

I. INTRODUCTION

The general function of the small intestine is the absorption
of the food we eat. This absorption is performed with the help
of muscle contractions that move the food content back and
forth and mix it with the digestive enzymes that are secreted
into the intestine. Contractions also move the contents of the
intestine slowly towards the large intestine. The overall process
of absorbing food and liquids and moving waste through the
gut is called motility.

The motility process is the result of the integrated activity
of nerves, muscles and hormones. Abnormalities in any of
these components or in their integration can result in different
motility dysfunctions [1], [2], [3].

The presence or absence of diverse physiological symptoms
constitutes the first evidence for the diagnosis of a pathology of
the small bowel. Nowadays, the main source of information,
and the only one which leads to a conclusive diagnosis of
intestinal motility disorders is the one obtained from the result
of a motility test performed by using manometric devices
[4]. Small bowel manometry uses a catheter that has pressure
sensors to record the contractions of the gastrointestinal tract.
The catheter is introduced via the mouth and positioned in
such a way that different sensors are located in different
regions of the stomach and the small intestine. Testing time is
long because contractions in the small intestine do not occur
frequently and measurements must be made over a long period
in an effort to catch the contractions. The application of this
technique presents several drawbacks: 1) It is restricted to
few referral centers because it requires considerable technical

expertise and knowledge for interpretation of the data, 2) it
involves intestinal intubation with consequent discomfort for
the patients and 3) it is limited to the analysis of pressure val-
ues, lacking of information about different content, structure,
morphology and dynamics of the intestine.

Wireless Capsule Endoscopy (WCE) is a technology that
allows to look at the intestine from inside with minimum
discomfort for the patient [5]. One of the main drawbacks
associated with the WCE videos is the long time needed by
the physicians for the proper video analysis. In the literature
this problem has been overcome by building Computer-Aided
Decision Support Systems (CADSS) [6]. Generally, CADS
have been used either for efficient video visualization, e. g.
[7], [8], [9] or to detect different intestinal abnormalities such
as bleeding [10], Crohn’s disease [11], polyp [12], tumor [13]
and ulcer detection [14].

Recently, this technology has been also proposed for eval-
uation of the small bowel motor function based on a fully
computerized image analysis program [15], [16]. The proposed
method is based on the detection of different visual events:
contractile patterns (phasic luminal closure and radial wrinkles
by wall texture analysis), non-contractile patterns (tunnel and
wall appearance), intestinal content presence, and endoluminal
motion. One of the main conclusions was that patients exhib-
ited a significant deviation of the contractile activity level,
higher or lower, with respect to the level of healthy subjects.

In WCE, intestinal contractions are visualized as a sequence
representing, first, the closing of the lumen from the resting
position, and then, the opening of the lumen to the resting
position again. The main visual features to characterize these
events are the changing lumen area (see Fig. 1) and the
presence of characteristic wrinkles in central frames of the
sequence.

Wrinkles are an omnipresent characteristic of contractions
and have been mainly studied as a pattern to characterize
a subset of intestinal contractions [17], [18]. This pattern is
visually observed as a set of folds of intestinal wall, in star-
like shape (see Fig. 2). Usually, the wrinkle pattern is observed
in the central frames of intestinal contractions where strong
pressure is produced by the nerve system. In [17], Vilariño et
al. proposed a method for the detection of tonic contractions
[17] based on wrinkle information. The proposed method cat-
egorizes wrinkle frames by using general linear radial patterns
based on the valleys and ridges of the image. An alternative
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Fig. 1: Samples of intestinal contractions. Each row represents
a set of frames depicting a different contraction. The presence
of wrinkle patterns can be clearly observed at central frames
(marked in yellow).

Fig. 2: Images corresponding to central frames of contractions
clearly show a star-like pattern produced by the strong pressure
of nerves when closing the intestinal wall.

method was proposed by Spyridonos et. al. in [18]. In this
paper, a new image descriptor for categorization of wrinkle
images was presented using directional information from the
structure tensor matrix. In both works, the characterization
of wrinkle frames was achieved by dividing the images into
4 different quadrants and computing the corresponding set
of features for each quadrant. The weakest point of these
approaches was the need to detect the lumen center in order
to define the quadrants, since in wrinkle images the lumen
is very small or even appears completely closed because of
the wall closure. In [3] Vu et al. proposed a method to assess
intestinal motility based on the characteristics of contractile
patterns and information on their frequencies. Contractions are
recognized by changes in the edge structure of the intestinal
folds (wrinkles) and evaluating similarity features in consec-
utive frames. Additionally, the size of contraction windows is
adjusted according to the passage of the capsule in order to
minimize the number of false positives.

In this work, we address the specific problem of detecting
wrinkle frames using a new mid-level image descriptor that
measures the continuity of certain image features. First, the
image is locally described by a second-order differential
quantity of the image, the Hessian, a matrix derived from the
second derivatives of the image [19]. This image descriptor is
used because it summarizes the predominant directions of the
image curvature in the neighborhood of a pixel. Second, we
compute a histogram of oriented features from the Hessian
field building a data structure similar to the well known
HoG descriptor [20]. Then, the resulting image descriptor is
transformed into a graph structure that is analyzed to produce
mid-level information related to the continuity of the image
curvature fields. More specifically, we show that the appli-
cation of a centrality measure [21] on graphs that represent
local curvature orientation distributions can produce a mid-
level image representation that is very useful to represent

(a) (b) (c) (d)

Fig. 3: An example representing the important steps of the
proposed methodology: a) Original image; b) max(0, λ1); c)
Histogram of oriented features computed from (λ1, e2); d)
Centrality descriptor calculated by transforming the histogram
of oriented features into a graph (darker cells indicate low
centrality values and lighter cells indicate high centrality
values).

wrinkle frames and radial image structures in general. Finally,
we train an image window classifier using a structured training
paradigm [22]. We show that by posing our problem as a
structured output prediction problem, we can significantly
increase the detection performance of our method.

This paper is a substantial revision of the work presented
in [23]. Improvements over [23] include a critical review of
different centrality measures, extended validation experiments,
and a better classification strategy based on Structured Support
Vector Machines.

The organization of the paper is as follows: Section 2
presents the proposed image descriptor. Section 3 presents a
qualitative and quantitative discussion of our results. Finally,
we discuss our contribution and draw some conclusions in
Section 4.

II. METHOD

Given a WCE frame, the proposed method to detect wrinkle
structures is divided into the following four steps:

1) In the first step we compute, for each image pixel, a ma-
trix that represents the predominant curvature directions
in the neighborhood of the pixel by using the Hessian
matrix.

2) In the second step, the eigen-decomposition is applied to
the Hessian matrix to compute its eigenvalues (λ1, λ2)
and the corresponding eigenvectors, (e1, e2). Let λ1 be
the eigenvalue with the highest absolute value (see Fig.
3.b). We construct a set of local histograms describing
the orientation distribution of the e2 eigenvector in a
similar way as it is done with well known Histogram of
Gradients (HoG) [20] (see Fig. 3.c).

3) Then, a mid-level image descriptor is obtained by trans-
forming the set of local histograms into a graph and
computing the centrality measure of each node (see Fig.
3.d).

4) Finally, a Structured Output Support Vector Machine
classifier trained with mid-level features is applied, by
following a sliding window approach, to detect the
presence of wrinkle structures in the image.

In the following subsections, we give details of each step of
our approach.
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Fig. 4: From image to histogram: a) max(0, λ1); b) Orien-
tations of the second eigenvector of one selected cell; c)
Histogram of oriented features computed from (λ1, e2);.

A. Feature Extraction: Hessian Matrix

In order to detect the intestinal wrinkles, we need a de-
scriptor that is able to discriminate the shape of these specific
image features.

The Hessian Matrix (HM) is a matrix derived from the sec-
ond derivatives of the image that summarizes the predominant
directions of the local curvatures and their magnitudes in a
neighborhood of a point. The Hessian Matrix, HMσ of an
image I is a symmetric 2× 2 matrix of functions. Each entry
is given by:

HMσ(p) =

[
G(σ) ∗ Ixx(p) G(σ) ∗ Ixy(p)
G(σ) ∗ Ixy(p) G(σ) ∗ Iyy(p)

]
(1)

where Ixx, Ixy, Iyy are the second order partial derivatives of
the image I with respect to x and y coordinates, p = (x, y)
is an image point, ∗ is the convolution operator and G(σ)
is the Gaussian function with scale parameter σ. Let λ1

be the largest eigenvalue by absolute value, |λ1| > |λ2|.
|λ1| shows the strength of the local image curvature and its
corresponding eigenvector, e1, is aligned with the dominant
curvature direction of the image within a window defined
by σ. The second eigenvector is orthogonal to the dominant
curvature direction, generally pointing towards the direction
of the least curvature.

Wrinkle structures can be associated to image valleys [24].
For this reason, λ1 represents at every image pixel a wrin-
kleness measure that can be used to detect foldings of the
intestinal wall. In order to select these points we consider for
every pixel the map represented by max(0, λ1). An example
that illustrates this procedure is presented in Fig. (4). In Fig.
(4.a), it is shown that the considered map perfectly defines
tubular image structures at scale σ and can be used as an
indicator of wrinkle presence. In fact, we have observed
that pixels corresponding to low curvature regions do not
carry any interesting information for wrinkle detection. For
this reason, we apply an adaptive threshold, fixed by cross-
validation, that selects the 30% of image pixels with the
highest values of max(0, λ1). In Fig. (4.b) it is shown that
the second eigenvector e2 is aligned with wrinkle direction,
and consequently it points towards the closed lumen.

B. Feature Representation: Histogram of Features

The computation of the Hessian-based descriptor on an
image produces a two-dimensional vector for every pixel
(see Fig. 4.b). In order to reduce the dimensionality of this

representation and also to increase its invariance to scale
and position variations, we decompose the image into a set
of M small squared cells and compute a histogram over
orientation bins. The angle of e2 is used to vote on the
corresponding orientation bin with the vote value represented
by λ1. Votes are accumulated over all the pixels within each
cell. Following the classical HoG, an image descriptor is then
built by concatenating the values of the bins of all histograms,
getting a high-dimensional vector H = (h1, . . . ,hM ) that
represents the image, where h is a cell histogram. This image
representation is shown in Fig. (4.c).

Fig. 5: An example of centrality measure calculation for
an image (a). A histogram of oriented features (b) can be
transformed into a graph (d) by defining a node for each cell
and a set of edges connecting all neighbor cells. Each edge can
be labeled with a weight value representing the connectivity
degree of the pair of nodes (i, j) it links, which can be
computed from the histograms of their corresponding cells,
hi and hj. Then, a centrality measure (c) can be computed on
this weighted graph structure.

C. Mid-level descriptor

If we consider (λ1, e2) to be a low-level image descriptor,
a mid-level descriptor would be a continuous or discrete
numeric measurement obtained after a global analysis of the
interactions between the values of (λ1, e2) in the whole image.
In our case, we are interested in a discriminant descriptor to
characterize the prototypical star-like pattern that represents
wrinkle frames. To this end, we define a new mid-level image
descriptor, that we call image centrality, which is based on the
betweenness centrality measure that was originally proposed to
analyze social networks [25]. If we consider the graph where
each image cell corresponds to a node and links are only de-
fined for pairs of neighboring cells, this descriptor will define
for each image cell a robust measure of its centrality in terms
of its probability to occur on a randomly chosen shortest path
between two randomly chosen cells. The following subsections
describe how the histogram is transformed into a graph and
how centrality of each graph node can be computed.

1) From histograms to graph: The graph can be formally
defined in the following way. Let M be the number of image
cells resulting from dividing the image I into cells of n × n
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pixels. Let H = (h1, . . . ,hM ) be the histogram of oriented
features computed from (λ1, e2). Let hi(α) be the value of
the orientation bin of cell i corresponding to the votes of e2
oriented at α degrees. Then, we can built a weighted graph
G = (V,E,A) by considering a set of M nodes V , where each
node vi corresponds to cell i of I , a set of edges E, where edge
ei,k connects two neighboring cells i, k with corresponding
histograms hi and hk, and a matrix A of weights. We have
considered the set of 8-connected cells of the image.

Let i and k be two neighboring image cells. Let β be the
orientation of the vector extending from the center position
of i to the center position of k. Then, the cost of the
edge ei,k is assigned by taking into account the relationship
between the value of β and the values of hi and hk. When
considering 8-connected cells, the values of β (in degrees) can
be (0, 45, 90, 135, 180, 225, 270, 315). Taking into account that
we have considered 8 orientation bins for each orientation his-
togram, corresponding to 0, 22.5, 45, 67.5, 90, 112.5, 135 and
157.5 degrees, the cost of ei,k can be defined as:

ei,k =
1

4
(hi(β) + hk(β))

+
1

8
(hi(β − 22.5) + hk(β + 22.5))

+
1

8
(hi(β + 22.5) + hk(β − 22.5)) (2)

All angle operations are defined (mod 180).
This is a symmetric measure (ei,k = ek,i) that assigns

high values to neighboring cells which present curvature fields
(represented by their histograms) that are similar to β and
low values (or even zero) to neighboring cells which present
curvature fields with orientations different from β.

We show an example of the graph corresponding to the 3×3
cells of the central part of a wrinkle image in Fig. 5.

2) Centrality descriptor: Given an image I and its corre-
sponding weighted undirected graph G, the main assumption
of our method is that the image cell that corresponds to the
closed lumen is an important node of G when considering the
shortest paths between all pairs of nodes in G. Recall that, from
our graph definition, the shortest paths will lie on regions of
the image with a high curvature and will be aligned with the
direction of least curvature. Then, due to the wrinkle structure,
the node corresponding to the closed lumen position will have
a high probability to occur on the shortest path between two
randomly chosen nodes of the image.

This assumption advises for an image descriptor based on
the concept of shortest paths in a graph, and more specifically
for a measure of the importance of a node based on the
number of shortest paths it belongs to. In the literature, we
can find several proposals regarding the measurement of the
importance of a node based on this idea, all representing
different approaches to the concept of node centrality.

Closeness centrality [26] is the inverse of the average
shortest-path distance from the vertex to any other vertex in the
graph. It can be viewed as the efficiency of each individual
vertex in spreading information to all other vertices. Graph
centrality was introduced implicitly in [27] to identify the
center of a network by using only the maximum value of

the shortest-path distances. Stress centrality was introduced in
[28] to measure how much work is done by each vertex in
a communication network. It assumes that the set of paths
used for communication as the set of shortest paths. Finally,
betweenness centrality [25] is the most important one and
it constitutes a fundamental measurement concept that was
originally proposed for the analysis of social networks.

More formally the four centrality measures can be defined
as follows:

1) Closeness centrality: C1(v) =
1∑

t∈V dG(v,t) .
2) Graph centrality: C2(v) =

1
maxt∈V dG(v,t) .

3) Stress centrality: C3(v) =
∑

s̸=v ̸=t∈V σst(v).
4) Betweenness centrality: C4(v) =

∑
s̸=v ̸=t∈V

σst(v)
σst

.
The parameter, σst is the number of shortest paths from

node s to node t, dG(s, t) is the distance between nodes s and
t (i.e. the length of the shortest path from node s to node t)
and σst(v) denote the number of shortest paths from s to t
that some v ∈ V lies on.

The resulting n2-dimensional vector, C, stores the centrality
measure of all graph vertices. This vector can be seen as a
mid-level descriptor that represents the importance of a region
of the image with regard to the shortest paths that run by
following the field defined by e2. From this point of view,
it contains global information that cannot be captured by any
means by using local operators. In our application, this vector
represents fairly well the wrinkle structures and its maximum
value component is located in the position of the closed lumen.
Fig. 6 shows different centrality measures. It can be seen that
the betweenness centrality is the measure that best aligns with
the wrinkle structures and for this reason, it is our choice for
representation of mid-level visual information.

A naive implementation of betweenness centrality would
result in an algorithm complexity of Θ(|V |3), where |V | is the
number of nodes of G, which would make the computation of
this measurement for large graphs prohibitive. An algorithm
for the calculation of the betweenness centrality that runs in
O(|V |m), where m is the number of edges, was proposed
in [29]. This algorithm allows a very fast computation of the
betweenness centrality measure of all image cells.

D. Automatic detection of wrinkle frames

The last step of the method deals with the detection of a
wrinkle pattern in a WCE video. To this end, we propose to
learn a linear classifier from a set of positive and negative
examples and, then, to apply this classifier to image frames
by using a sliding window that scans the image cells looking
for the presence of a wrinkle pattern.

Structured Output Support Vector Machines. Support
Vector Machines (SVM) [30] are widely used to solve linear
classifier problems in binary data, but in their classical formu-
lation they are not easily applicable to multiclass problems.
Structured Output Support Vector Machines (SO-SVM) ([22],
[31]) is a recently proposed extension to SVM that is able to
deal even with problems with infinite number of classes.

Let (xi,yi) ∈ X ,Y, i = 1, . . . , N , be a set of N training
instances from a sample space X and a label space Y . Let
f(x) = argmaxy∈Y⟨w, ϕ(x,y)⟩ be a decision rule that
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(a) (b) (c) (d)

Fig. 6: Centrality measures for different images: (a) Original
image, (b) Closeness centrality, (c) Graph centrality and (d)
Betweenness centrality. Stress centrality is not shown because
in most of the cases, given our specific graph structure, it is
equivalent to (d).

assigns a label to a data sample. Then, the SO-SVM problem
is defined as:

min
w,{ξi}

1

2
||w||2 + C

N

N∑
i=1

ξi

s.t. for i = 1, . . . , N :

∆(yi,y) + ⟨w, ϕ(xi,y)⟩ − ⟨w, ϕ(xi,yi)⟩ ≤ ξi,

for all y ∈ Y\{yn}.
The function ∆ : Y × Y → R is a loss function that

represents the price we are willing to pay by predicting an
estimated value instead of the true value for an instance of
data, and ϕ(x,y) : X × Y → RD is a problem-dependent
feature function that measures the correspondence between a
data sample and a label. This is an optimization problem with
N |Y| linear constraints and a convex, differentiable objective
function that can be solved with off-the-shelf optimization
software by following the iterative algorithm proposed in [31].

Learning problem formulation. We formulate our prob-
lem as to learn a localization function that predicts the
bounding box of a wrinkle structure, centered on the lumen
position, in a WCE frame. That is, f(x) : {all images →
all image squared bounding boxes}. We are given a set of
training pairs (x1,y1) . . . (xN ,yN ), where xi are images
and yi consists of a label o indicating whether an object is
present, and a four dimensional vector (xtl, ytl, xbr, ybr) indi-
cating the top-left and bottom-right coordinates of the bound-
ing box within the image: yi ∈ {(o, xtl, ytl, xbr, ybr)|o ∈
{+1,−1}, (xtl, ytl, xbr, ybr) ∈ ℜ4}. The objective is to learn
a mapping f that generalizes from given examples.

To define the feature function ϕ(x,y), we note that we have
two different kinds of labels which combined define a class:
a binary label indicating whether the bounding box contains a
wrinkle structure or not, and four numerical labels representing
the bounding box coordinates. Bounding box coordinates are

clearly irrelevant for learning a good mapping f , because
wrinkle patterns can be found at any image position, but the
binary label defines a partition of the input space that should
be represented in the feature function. Following the model
proposed in [32], we define ϕ(x,y) as a 2M -dimensional
vector ϕ(x,y) = (x1, . . . , xM , 0, . . . , 0) when x is a positive
example (o = +1) and ϕ(x,y) = (0, . . . , 0, x1, . . . , xM ) when
x is a negative example (o = -1). Consequently, w must be
also a 2M -dimensional vector.

This feature representation induces the simultaneous learn-
ing of two weight vectors: a weight vector w+ =
(w1, . . . , wM ) for positive examples and a weight vector
w− = (wM+1, . . . , w2M ) for negative examples. This scheme,
in spite of the fact that increases the dimensionality of w,
has been shown useful for training Structured Output Support
Vector Machines [32].

In SO-SVM, the loss function ∆(y,y′) plays similar role as
the margin in classical SVM. It measures how far a prediction
y′ is from a true label y. Let y|bb be the set of image pixels
included in the bounding box represented in y. Then, given
a prediction y′ and a true label y, we defined the following
loss function:

∆(y,y′) = 1−A iff y|bb ∩ y′|bb ̸= ∅.
∆(y,y′) = 0 iff y = y′.

∆(y,y′) = 1 otherwise.

where A is the Jaccard coefficient [33]:

A =
Area of (y|bb ∩ y′|bb)
Area of (y|bb ∪ y′|bb)

.

Algorithm 1 Wrinkle frame detection

Input: A video frame xi and a wrinkle frame model w∗.

1: Compute for each pixel the Hessian matrix HM .
2: Compute for each pixel λ1, λ2, e1 and e2.
3: Compute an adaptive threshold value T and apply it to

the image by selecting those pixels where λ1 > T .
4: Divide the image in n× n non-overlapping cells.
5: Compute the histogram of features H corresponding to

the e2 direction for each cell.
6: Build the graph G from H .
7: Compute the n × n vector C corresponding to the be-

tweenness centrality of each image cell.
8: Define a m×m window W such that m ≤ n.
9: for every possible position of W on the image do

10: Build a vector ϕ(xi,yi) by considering the centrality
values of all the image cells inside W .

11: Compute y∗
jk = argmaxy∈Y⟨w∗, ϕ(xi,yi)⟩

12: end for
13: if there is a y∗

jk ̸= (0, 0, 0, 0) then
14: return yi = y∗

jk.
15: else
16: return yi = (0, 0, 0, 0).
17: end if
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Wrinkle frame detection. Finally, given a video frame xi

and w∗ (computed by the SO-SVM), the detection process
follows the steps presented in Algorithm 1. The dimension of
the wrinkle model is directly related to the size (or number of
cells) of the samples we have used to train the model. In our
case, positive and negative samples are half of the size of a
WCE frame in order to have a more localized response in the
image.

Lines (1-7) of the algorithm show the computation of the
values of the betweenness matrix, C. The algorithm uses a
sliding window approach in order to evaluate the response of
the model w∗ at every location of the frame xi (lines (8-14)).
If at least one evaluation reports a positive detection, the image
is considered a wrinkle frame.

Note that up to now we have been considering features (low-
and mid-level) that were derived from frame intensity. We can
get an improvement on the performance of this algorithm by
considering the addition of color features, since color is an
important visual cue that can improve wrinkle detection. Color
information can be easily added by concatenating a few values
representing the color inside the window hypothesis to the
betweenness matrix C.

III. RESULTS

In this section, we perform an evaluation of the proposed
method. We compare the mid-level features based on be-
tweenness centrality to several low-level images features such
as the Histogram of Gradients (HoG) and the Histogram of
Features (HoF) based on the Hessian using a standard linear
SVM [34]. We show that the best results are obtained for
the betweenness centrality descriptor. Moreover, we show that
the color information is an important cue for wrinkle frame
detection. Finally, we compare a standard linear SVM to the
linear SO-SVM. Parameters in both classifiers were tuned
using a cross-validation.

Database. In order to validate the proposed system, a
training and a testing set were created using different videos
obtained with a PillCam SB2 capsule provided by Given
Imaging Ltd. Both, the training and the testing set were
collected and labeled by experts at the original 256×256 image
resolution. The training set consists of 1000 wrinkle frames
and 1000 non wrinkles frames from 4 videos. The lumen
center was manually labeled in all training wrinkle images.
For each positive sample in the training set, 4 partial and 1
full wrinkles windows were considered, where partial windows
means a window with partial overlapping with ground truth.
Both full and partial windows consist of 128x128 image pixels
with the corresponding label defined as the bounding box
coordinates. Negative samples consist of 128x128 pixel image
windows located at random locations of negative samples. The
testing set consists of 1500 wrinkles frames and 2500 non
wrinkles frames from 5 videos (not considered in the training
set). All negative frames, from both training and testing set,
were obtained by a random subset of non-wrinkle frames.

Measurements. In order to compare different wrinkle de-
scriptors and classifiers the area under precision/recall curve
(AUC), accuracy, Precision and recall are used. The wrinkle
frames are considered the positive samples.

Validation. Table I presents the obtained results when using
four different image descriptors and the sliding window ap-
proach: (i) the standard HoG descriptor computed from image
gradients; (ii) a histogram descriptor built from the e2 values
of the Hessian matrix, HoF ; (iii) the proposed centrality C
descriptor; (iv) the concatenation of the betweenness centrality
and the color information, Cc. Color information has been
defined as a 3-dimensional vector representing the mean RGB
color of each cell.

Since wrinkles are tubular structures, intuitively they should
be better represented by the Hessian matrix than by the
distribution of Gradient vectors on the image. This hypothesis
is confirmed by analyzing the obtained results presented in
Table I and Fig. 7. By comparing AUC value of HoG and of
HoF , an improvement of more than 10% can be seen. Also,
it can be seen that the method presented in [18] is relatively
worse than the HoF SVM method. The main problem of the
method in [18] is that it relies on a good lumen detection
instead of an sliding window approach. By further analysis of
the obtained results, it can be seen that the proposed mid-level
centrality descriptor outperforms the low-level information
coded in the histogram by increasing AUC from 85.41% to
87.12% and the Accuracy from 83.53% to 87.76%. This result
confirms that the relation between different image cells that is
coded in the mid-level centrality vector C is useful for wrinkle
detection. Finally, results confirm that color information is an
important cue. The inclusion of color information provides
further improvement in AUC from 87.12% to 92.35%. The
precision/recall curves presented in Fig. 7 show that the
centrality descriptor obtains a better compromise between
precision and recall. The inclusion of the color information
increases the performance of the detector by allowing the
discrimination of frames with food content that sometimes
resemble wrinkle structures.

Finally, we consider to use a linear SO-SVM instead of
the linear SVM (see Table I and Fig. 7). The main difference
between these two approaches is the consideration of partial
windows during the learning process. These hypotheses, that
correspond to bounding boxes that intersect the true bounding
box in a wrinkle frame, have a clear regularization effect on
the learned decision function that allows a better generalization
to unseen samples. As it can be seen in the Table I, SO-SVM
outperforms the standard SVM . In the case of using only the
mid-level centrality descriptor the AUC increases from 87.12
to 92.04, and in the case of using the centrality descriptor plus
color information the AUC increases from 92.35 to 96.07.

An statistical t-student test with p−value = 0.05 have been
performed in order to validate the statistical significance of the
results. The experiment has been done with 20 random runs
using 50% of training data. The test has shown that Cc SO−
SVM method is statistically better than Cc SVM method.

A qualitative evaluation is presented in Fig. 8, 9a and 9b
showing, respectively, True Positive (TP) detections, False
Negative (FN) detections and False Positive (FP) detections.
Figures present both, the original frame and a visualization of
its corresponding centrality descriptor. As it can be seen in
Fig. 8, the centrality descriptor for most TP samples shows
the star-like shape and the cell related to the closed lumen is
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TABLE I: Classification performance using different descrip-
tors 1) Standard HoG, 2) Histogram of Features HoF , 3)
Betweenness Centrality C and 4) Betweenness Centrality plus
color information Cc. In the validation two types of linear
classifiers were used: Support Vector Machines (SVM) and
Structured Output Support Vector Machines (SO-SVM).

Descriptor HoG HoF C C Cc Cc

Classifier SVM SVM SVM SO-SVM SVM SO-SVM
AUC 73.25 85.41 87.12 92.04 92.35 96.07

Accuracy 71.92 82.79 83.53 87.76 89.11 92.38
Precision 65.04 79.70 79.66 82.55 83.45 91.85

Recall 64.93 67.90 69.90 78.80 81.70 84.48

Fig. 7: Precision/Recall curves.

the one with highest centrality value. On the other hand, we
can see in Fig. 9a that most of FN present very smooth folds
of intestinal wall and a completely closed lumen. These issues
make it difficult to properly characterize the frame with the
centrality descriptor, since in most of these cases the star-like
shape is not observed. Finally, we can see in Fig. 9b that some
of the FP are difficult to be labeled, for instance, images from
the third row (second and third image from left) present several
folds. Moreover, the majority of FP contains some intestinal
content which makes difficult to see the lumen, and so, the
proper image classification.

For the physician, it is important to see how the wrinkle
frames are distributed along the small intestine. To this end,
we display in Fig. 10 the regions where our system detects a
high percentage of wrinkle frames together with a motility bar
video representation obtained with the tool proposed in [35].
The corresponding video segment is 20 minutes long, which

Fig. 8: True Positive detections.

(a) (b)

Fig. 9: Visual evaluation of the results: (a) False Negative
detections, (b) False Positive detections.

means 2.400 frames. We implemented the method in Matlab
and run it on Intel I5-2520 CPU machine. The time needed
to obtain wrinkle score for this video segment was approx. 30
minutes.

IV. CONCLUSIONS

In this paper, we presented a new image descriptor for the
classification of WCE wrinkle frames. The proposed image
descriptor is based on a new image centrality descriptor which
is based on the histogram of oriented features extracted from
the Hessian matrix of an image. This mid-level descriptor
integrates global image information that is useful to detect
star-like shape patterns.

The detection process is based on a model learned by using
a Structural Output Support Vector Machine approach. This
approach not only uses positive and negative samples, but also
samples that correspond to partial hypotheses. This inclusion
produces better detection models.

The detection process is performed by a sliding window
procedure that scans the image looking for a positive label.
This allows to train more accurate models that can be applied
in a multi-scale architecture in order to get better localization.
A second advantage of this approach is that there is no need to
detect the lumen center previously to the classifier application.
The low complexity of all involved algorithms allows for near
real time processing of WCE frames.

The validation, carried out on a large database, shows that
the proposed descriptor successfully detects this particular
event of WCE videos, outperforming previous methods and
defining a new state of the art for this problem.
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