Texture-independent recognition of facial expressions in image snapshots and videos
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Abstract This paper addresses the static and dynamic recognition of basic facial expressions. It has two main contributions. First, we introduce a view- and texture independent schemes that exploits facial action parameters estimated by an appearance-based 3D face tracker. We represent the learned facial actions associated with different facial expressions by time series. Second, we compare this dynamic scheme with a static one based on analyzing individual snapshots and show that the former performs better than the latter. We provide evaluations of performance using three subspace learning techniques: Linear Discriminant Analysis (LDA), Non parametric Discriminant Analysis (NDA) and Support Vector Machines (SVM).
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1 Introduction

Facial expressions play an important role in recognition of human emotions. Psychologists postulate that facial expressions have a consistent and meaningful structure that can be backprojected in order to infer people’s inner affective state [14, 15]. Basic facial expressions typically recognized by psychologists are: happiness, sadness, fear, anger, disgust and surprise [13]. In the beginning, facial expression analysis was essentially a research topic for psychologists. However, recent progresses in image processing and pattern recognition have motivated significantly research works on automatic facial expression recognition [16, 20, 36]. In the past, a lot of effort was dedicated to recognize facial expression in still images. For this purpose, many techniques have been applied: neural networks [32], Gabor wavelets [4] and active appearance models [30]. A very important limitation to this strategy is the fact that still images usually capture the apex of the expression, i.e., the instant at which the indicators of emotion are most marked. In their daily life, people seldom show apex of their facial expression during normal communication with their counterparts, unless for very specific cases and for very brief periods of time.

More recently, attention has been shifted particularly towards modelling dynamical facial expressions [35, 27]. This is because the differences between expressions are more powerfully modelled by dynamic transitions between different stages of an expression rather than their corresponding static key frames. This is a very relevant observation, since for most of the communication act, people rather use ‘subtle’ facial expressions than showing deliberately exaggerated poses in order to convey their message. In [3], the authors found that subtle expressions that were not identifiable in individual images suddenly became apparent when viewed in a video sequence.

Dynamical classifiers try to capture the temporal pattern in the sequence of feature vectors related to each frame such as the Hidden Markov Models (HMMs) and Dynamic Bayesian Networks [37]. In [5], parametric 2D flow models associated with the whole face as well as with the mouth, eyebrows, and eyes are first estimated. Then, mid-level predicates are inferred from these parameters. Finally, universal facial expressions are detected and recognized using the estimated predicates. In [36], a two-stage approach is used. Initially, a linear classification bank was applied and its output was fused to produce a characteristic signature for each universal facial expression. The signatures thus computed from the training data set were used to train discrete Hidden Markov Models to learn the underlying model for each facial expression. In [29], the authors propose a Bayesian approach to modelling temporal transitions of facial expressions represented in a manifold. However, the fact that the method relies heavily on the gray level of the image can be a serious limitation. In [34], the authors explore Gabor motion energy filters (GME) as a biologically inspired representation for dynamic facial expressions. They show that GME filters outperform the Gabor energy filters, particularly on difficult low intensity expression discrimination. In [18], the authors combine some extracted facial feature sets using confidence level strategy. Noting that
for different facial components, the contributions to the expression recognition are different, they propose a method for automatically learning different weights to components via the multiple kernel learning. In [21], the authors use two types of descriptors Motion History Histogram (MHH) and Histogram of Local Binary Patterns (LBP) was applied to each frame of the video and was used to capture local textural patterns. Based on these two basic types of descriptors, two new dynamic facial expression features are proposed. In [23], the authors use weak classifiers are formed by assembling edge fragments with chamfer scores. An ensemble framework is presented with all-pairs binary classifiers. An error correcting support vector machine (SVM) is utilized for final classification. In [38], the authors construct a sparse representation classifier (SRC). The effectiveness and robustness of the SRC method is investigated on clean and occluded facial expression images. Three typical facial features, i.e., the raw pixels, Gabor wavelets representation and local binary patterns (LBP) are extracted to evaluate the performance of the SRC method. In [22], a sequential two stage approach is taken for pose classification and view dependent facial expression classification to investigate the effects of yaw variations from frontal to profile views. Local binary patterns (LBPs) and variations of LBPs as texture descriptors are investigated. Multi-class support vector machines are adopted to learn pose and pose dependent facial expression classifiers.

As can be seen, most of the proposed expression recognition schemes require a frontal view of the face. Moreover, most of them rely on the use of image raw brightness changes. The recognition of facial expressions in image sequences with significant head motion is a challenging problem. It is required by many applications such as human computer interaction and computer graphics animation [8, 25, 26] as well as training of social robots [6, 7].

This paper introduces a novel scheme for dynamic facial expression recognition that is based on the appearance-based 3D face tracker [11]. It has two main contributions. First, we introduce a view- and texture independent schemes that exploits facial action parameters estimated by an appearance-based 3D face tracker. We represent the learned facial actions associated with different facial expressions by time series. Second, we compare this dynamic scheme with a static one based on analyzing individual snapshots and show that the former performs better than the latter. We provide evaluations of performance using three subspace learning techniques: Linear Discriminant Analysis (LDA), Non parametric Discriminant Analysis (NDA) and Support Vector Machines (SVM).

Compared to existing dynamical facial expression methods our proposed approach (first contribution) has several advantages. First, unlike most expression recognition systems that require a frontal view of the face, our system is view independent since the used tracker simultaneously provides the 3D head pose and the facial actions. Second, it is texture independent since the recognition scheme relies only on the estimated facial actions—invariant geometrical parameters. Third, its learning phase is simple compared to other techniques (e.g., the HMM). As a result, even when the imaging conditions change, the learned expression dynamics need not to be recomputed. In this work, we com-
pare the proposed approach for dynamic facial expression against individual frame-based recognition methods. This comparison shows a clear superiority in terms of recognition rates and robustness.

The most related works are our previous works [10] and [12]. These works utilize the intensities of facial actions for the dynamic facial expression recognition. However, [10] proposes a dynamic classifier based on a brute force matching of temporal trajectories. [12] proposes a dynamic classifier that is not based on examples. It is based on an analysis-synthesis scheme exploiting learned predictive models (second order Markov models). The current paper provides a substantial novelty since it addresses dynamic and static recognition schemes with moderate and high magnitude facial expressions. Moreover, the current work utilizes and compares several subspace learning techniques for both the dynamic and static recognition frameworks such as LDA, NDA and SVM.

The rest of the paper is organized as follows. Section 2 briefly presents the used 3D face and facial action tracker. Section 3 describes the proposed recognition scheme. In section 4 we report some experimental results and method comparisons. Finally, in section 5 we present our conclusions and some guidelines for future work.

2 3D facial dynamics extraction

2.1 A deformable 3D face model

In our work, we use the 3D face model Candide [2]. This 3D deformable wire-frame model was first developed for the purpose of model-based image coding and computer animation. The 3D shape of this wireframe model is directly recorded in coordinate form. It is given by the coordinates of the 3D vertices \( P_i, i = 1, \ldots, n \) where \( n \) is the number of vertices. Thus, the shape up to a global scale can be fully described by the \( 3n \)-vector \( g \); the concatenation of the 3D coordinates of all vertices \( P_i \). The vector \( g \) is written as:

\[
g = g_s + A \tau_a \tag{1}
\]

where \( g_s \) is the static shape of the model, \( \tau_a \) is the animation control vector, and the columns of \( A \) are the Animation Units. The static shape is constant for a given person. In this study, we use six modes for the facial Animation Units (AUs) matrix \( A \). We have chosen the following AUs or facial actions: lower lip depressor, lip stretcher, lip corner depressor, upper lip raiser, eyebrow lowerer, and outer eyebrow raiser. These facial actions are enough to cover most common facial animations. Moreover, they are essential for conveying emotions. Thus, for every frame in the video, the state of the 3D wireframe model is given by the 3D head pose parameters (three rotations and three translations) and the internal face animation control vector \( \tau_a \). This is given by the 12-dimensional vector \( b \):

\[
b = [\theta_x, \theta_y, \theta_z, t_x, t_y, t_z, \tau^T_a] \tag{2}
\]
where:

- $\theta_x$, $\theta_y$, and $\theta_z$ represent the three angles associated with the 3D rotation between the 3D face model coordinate system and the camera coordinate system.
- $t_x$, $t_y$, and $t_z$ represent the three components of the 3D translation vector between the 3D face model coordinate system and the camera coordinate system.
- Each component of the vector $\tau_a$ represents the intensity of one facial action. This belongs to the interval $[0, 1]$ where the zero value corresponds to the neutral configuration (no deformation) and the one value corresponds to the maximum deformation. In the sequel, the word "facial action" will refer to the facial action intensity.

2.2 Simultaneous face and facial action tracking

In order to recover the facial expression one has to compute the facial actions encoded by the vector $\tau_a$ which encapsulates the facial deformation. Since our recognition scheme is view-independent these facial actions together with the 3D head pose should be simultaneously estimated. In other words, the objective is to compute the state vector $b$ for every video frame.

For this purpose, we use the tracker based on Online Appearance Models [11]. This appearance-based tracker aims at computing the 3D head pose and the facial actions, i.e. the vector $b$, by minimizing a distance between the incoming warped frame and the current shape-free appearance of the face (a geometrically normalized frontal face). This minimization is carried out using a gradient descent method. The statistics of the shape-free appearance as well as the gradient matrix are updated every frame. This scheme leads to a fast and robust tracking algorithm. The remaining of this Section will describe the main features of the used 3D face tracker [11]. These features are also illustrated in Figure 1 which shows the model fitting for every video frame.

Given a video sequence depicting a moving head/face, we would like to recover, for each frame, the 3D head pose and the facial actions encoded by the control vector $\tau_a$. In other words, we would like to estimate the vector $b_t$ (equation 2) at time $t$ given all the observed data until time $t$, denoted $y_{1:t} \equiv \{y_1, \ldots, y_t\}$. In a tracking context, the model parameters associated with the current frame will be handed over to the next frame.

For each input frame $y_t$, the observation is simply the warped texture patch (the shape-free image) associated with the geometric parameters $b_t$. We use the hat symbol for the tracked parameters and textures. For a given frame $t$, $\hat{b}_t$ represents the computed geometric parameters and $\hat{x}_t$ the corresponding shape-free patch (shown in the upper part of Figure 1), that is,

$$\hat{x}_t = x(\hat{b}_t) = W(y_t, \hat{b}_t)$$

where $W$ is a piece-wise affine transform that maps the input image underneath the projected 3D mesh to the shape-free face image.
The model of face appearance (shape-free face images) is given by a multivariate Gaussian with a diagonal covariance matrix \( \Sigma \). The choice of a Gaussian distribution is motivated by the fact that this kind of distribution provides simple and general model for additive noises. In other words, this multivariate Gaussian is the distribution of the facial patches \( \hat{x}_t \). Let \( \mu \) be the Gaussian center and \( \sigma \) the vector containing the square root of the diagonal elements of the covariance matrix \( \Sigma \). \( \mu \) and \( \sigma \) are \( d \)-vectors (\( d \) is the size of the shape-free face image \( x \)).

The estimation of \( \hat{b}_t \) from the sequence of images will adopt the following steps (illustrated in Figure 1):

**Face pose and facial action estimation using Online Appearance Models:**

1. Acquire a new image \( y_t \).
2. Set the initial solution for \( \hat{b}_t \) as \( \hat{b}_t = \hat{b}_{t-1} \) (the solution estimated at the previous image).
3. Iteratively update the solution \( \hat{b}_t \) by minimizing the error between the current warped texture (based on \( y_t \)) and the current texture model (shape free textures). A Gauss-Newton like minimization is used. The error is set to the Mahalanobis distance between the warped texture and the current face texture model (Eq.4). This minimization process is illustrated in the nested loop (Figure 1).

\[
\min_{b_t} e(b_t) = \min_{b_t} D(x(b_t), \mu_t) = \sum_{i=1}^{d} \left( \frac{x_i - \mu_i}{\sigma_i} \right)^2
\]  

(4)

4. At convergence, use the current solution \( \hat{b}_t \) for computing the current shape-free facial image \( x(\hat{b}_t) \).
5. Use the estimated shape-free facial image \( x(\hat{b}_t) \) for updating the texture model (the mean and the covariance of the multivariate Gaussian) using the following equations:

\[
\mu_{i(t+1)} = (1 - \alpha) \mu_{i(t)} + \alpha \hat{x}_{i(t)}
\]

(5)

\[
\sigma^2_{i(t+1)} = (1 - \alpha) \sigma^2_{i(t)} + \alpha (\hat{x}_{i(t)} - \mu_{i(t)})^2
\]

(6)

where \( \alpha \) is a positive scalar controlling how fast the past observations are forgotten.

6. Compute the current gradient matrix \( \frac{\partial x}{\partial b} \) by the finite difference method. This gradient matrix encodes the texture variation with respect to all geometrical parameters (face pose and the facial actions).
7. Hand over the current face pose and facial actions, the gradient matrix and the face texture model to the next frame. Set \( t \leftarrow t + 1 \). Go to step 1.
Fig. 1 The fitting algorithm used for tracking the 3D face pose and facial actions in a video sequence. See Section 2.2 for a more detailed explanation. All depicted processing steps are used for every frame in the video sequence.

3 Facial expression recognition

3.1 Learning

In order to learn the spatio-temporal structures of the facial actions associated with facial expressions, we have used a simple supervised learning scheme that consists in two stages. In the first stage, video sequences depicting different facial expressions are tracked using the appearance-based tracker. The retrieved facial actions $\tau_a$ are represented by time series. In other words, an example (expression going from neutral to apex) is encoded by a sequence of facial actions $\tau_a(1), \cdots, \tau_a(T)$. In the second stage, in order to get the same dimension for all training examples, all facial action sequences are registered in the time domain using the Dynamic Time Warping (DTW) technique [24]. Dynamic Time Warping is a well-known technique to find an optimal alignment between two given (time-dependent) sequences under certain restrictions. An illustration of DTW is given by Figure 4. This temporal alignment is needed in order to subsequently use machine learning tools that require that the observations have the same dimension. The motivation behind this process, resides
Fig. 2 Three examples (sequences) of learned facial action parameters as a function of time.
in the fact that the generation of a facial expression, in terms of speed and intensity, is person-specific and furthermore, it is different for the same person, depending on the context. For this reason, we have to make sure that all observations we acquire are conveniently resized in the time domain for their computational analysis. For example, a given example (expression) is always represented by a feature vector obtained by concatenating the vectors $\tau_a$ belonging to the registered temporal sequence.

Video sequences have been picked up from the CMU database [19]. These sequences depict five frontal view universal expressions (surprise, sadness, joy,
disgust and anger). Each expression is performed by 7 different subjects, starting from the neutral one. Altogether we select 35 video sequences composed of around 15 to 20 frames each, that is, the average duration of each sequence is about half a second. The learning phase consists of estimating the facial action parameters $\tau_a$ (a 6-element vector) associated with the frames of each training sequence, that is, the temporal trajectories of the action parameters. Figure 2 shows the retrieved facial action parameters associated with three sequences: surprise, anger, and joy. The training video sequences have an interesting property: all performed expressions go from the neutral expression to a high magnitude expression by going through a moderate magnitude around the middle of the sequence. Therefore, using the same training set we get two kinds of trajectories: (i) an entire trajectory which models transitions from the neutral expression to a high magnitude expression, and (ii) a truncated trajectory (the second half part of a given trajectory) which models the transition from small/moderate magnitudes (half apex of the expression) to high magnitudes (apex of the expression). Figure 3 shows the half apex and apex facial configurations for three expressions: surprise, anger, and joy. In the final stage of the learning all training trajectories are aligned in the time domain using the Dynamic Time Warping technique by fixing a nominal duration for a facial expression. In our experiments, this nominal duration is set to 18 frames.

3.2 Recognition

In the recognition phase, the 3D head pose and facial actions are estimated online from the video sequence using the appearance-based face and facial action tracker. We infer the facial expression associated with the current frame $t$ by considering the estimated trajectory, i.e. the sequence of vectors $\tau_a(t)$ within a temporal window of size 18 centered at the current frame $t$. This trajectory (feature vector) is then classified using classical classification techniques.
that rely on the learned examples. We have used four different classification methods: i) Linear Discriminant Analysis, ii) Non-parametric Discriminant Analysis [17], and iii) Support Vector Machines with a Radial Basis Function [9].

It is worth noting that the static recognition scheme will use the facial actions associated with only one single frame. In this case, the training examples correspond to the apex of the expression or to its half apex.

4 Experimental results and method comparisons

4.1 Recognition using a small data set

In our experiments, we used a subset from the CMU facial expression database, containing 7 persons who are displaying 5 expressions: surprise, sadness, joy, disgust and anger. For dynamical facial expression recognition evaluation, we used the truncated trajectories, that is, the temporal sequence containing 9 frames, with the first frame representing a "subtle" facial expression (corresponding more or less with a "half apex" state, see the left column of Figure 3) and the last one corresponding to the apex state of the facial expression (see the right column of Figure 3). We decided to remove in our analysis the first few frames (from initial, "neutral" state to "half-apex") since we found them irrelevant for the purposes of the current study. The results reported in this section are based on the "leave-one-out" cross-validation strategy. Several subspace learning techniques have been tested: Linear Discriminant Analysis (LDA) and Non-parametric Discriminant Analysis (NDA). For LDA and NDA, the classification was based on the K Nearest Neighbor rule (K-NN=1,3,5), meanwhile SVM classifier has been applied on raw data.

In order to assess the benefit of using temporal information, we performed also the "static" facial expression recognition, by comparing frame-wise the instances corresponding to half-apex and apex states respectively.

The results for K-NN, based on LDA and NDA representations, are reported in tables 1 and 2, respectively. The SVM results for the dynamic classifier are reported in table 3. The kernel used was a radial basis function. Thus, the SVM had two parameters to tune ‘c’ and ‘g’ (gamma). In this case we wanted to see how the variation of parameters ‘c’ (cost) and ‘g’ (gamma) affect the recognition performance. We considered 7 values for ‘c’ and 3 for ‘gamma’. Table 9 shows the confusion matrix associated with a given "leave-one-out" for the dynamic classifier using SVM. Since we noticed that ‘gamma’ doesn’t have a significant impact on the classification results, for the study of frame-wise case we set this parameter to its default value (1/dim(featurevector) = 1/54) and considered only different values for the ‘c’ parameter.

As can be seen, in Table 3, by increasing the value of c, the recognition rate obtained by the Leave One Out Cross Validation increases, then it reaches a maximum for several values of c (it may slightly decrease). This behavior can be explained by the fact that the size of the whole dataset is relatively
small. As found by many researchers, the best value of $c$ is not predictable and depends on the problem at hand and on the data used. Note that the parameter $c$ controls the trade-off between a hard margin SVM (all training samples are correctly classified) and a soft margin SVM (some misclassified training samples are allowed). If $c$ tends to infinity, the soft margin SVM tends to the hard margin SVM for separable data.

The results for the static classifier based on SVM are presented in table 6. At the same time, we present in table 7, a comparison between our approach and other state of the art methods: AAM + LDA [1], LBP [28], Gabor [31] and LBP [33]. It can be appreciated, that our approach outperforms the existing ones. The value which appears in table 7 has been obtained by averaging the recognition rates corresponding to the apex, from table 6.

To conclude this part of the experimental results, we could say that, in general, the dynamic recognition scheme has outperformed all static recognition schemes. Moreover, we found out that the SVM clearly outperforms K-NN in classification accuracy.

Besides the experiments described above, we performed also a cross-check validation. In the first experiment, we trained the static classifier with the frames corresponding to half-apex expression and use the apex frames for test. We refer to this case as 'minor' static classifier. In another set of experiments, we trained the classifier with the apex frames and test it using the half-apex frames ('major' static classifier). The classification results for K-NN (based on LDA and NDA) and SVM are presented in the tables 4, 5 and 8, respectively.

In conclusion, we could observe that the 'minor' static classifier has comparable results to the static "half apex" classifier. This means that a learning based on data featuring half apex expressions will have very good generalization capabilities since the tests with both kinds of data (half-apex and apex expressions) have a high recognition rate. Also, one can notice that the recognition rate of the 'minor' static classifier is higher than that of the 'major' static classifier.

This result may have very practical implications assuming that training data contain non-apex expressions, specially for real-world applications. In human-computer interaction scenarios, for instance, we are interested in quantifying human reaction based on its natural behavior. For this reason, we have to acquire and process data "online" without any external intervention. In this context, it is highly unlikely to capture automatically a person’s apex of the facial expression. Most of the time we are tempted to show more "subtle" versions of our expressions and when we indeed show apex, this is in very specific situations and for very brief periods of time.

4.2 Recognition using a large data set

In order to evaluate the performance of the proposed recognition schemes with a large data set we proceed as follows. We generate 350 synthetic sequences from the existing 35 sequences by exploiting the convexity principle that states
that each example can be approximated by a given linear combination of two real examples. This process is commonly used in machine learning for enlarging the size of the training data set.

In our implementation, a synthetic sequence is reconstructed by a random linear combination of two real sequences chosen at random. The sequence is then perturbed by a Gaussian noise. This will give a data set of 350 synthetic sequences. For training we used the original CMU sequences, and for test we used the synthetic ones. The recognition results associated with K-NN (based on LDA and NDA) and SVM are summarized in table 10. As can be seen the recognition rates are slightly better than those obtained with small data sets.

4.3 Discussion

The proposed scheme does not require tedious learning stages since it is not based on raw brightness changes, although the tracked facial actions are derived from them using an adaptive appearance tracker. We stress the fact that this is a not a contradiction with the claim that the approach is texture-independent. Indeed, the tracking of facial actions is carried out using Online Appearance Models which dynamically learn the face appearance online. Due to the use of a deformable 3D model, our approach has an additional advantage by which the facial expression recognition can be performed even when the face is in a non-frontal view. Another advantage comes from the dynamic nature of the scheme: it exploits the spatio-temporal configuration of the facial actions. For this reason, changes in either the video rate or the facial action duration do not affect the recognition accuracy this is due to the use of Dynamic Time Warping technique which overcomes such non-linear time scale.

Experiments have shown that accurate facial expression recognition can be obtained by only exploiting the tracked facial actions associated with the mouth and the eyebrows. There are several reasons that justify the selection of the six AUs: (i) these six units are associated with the mouth and eyebrows regions. These face parts are markedly affected by universal facial expressions; (ii) some subtle facial actions cannot be detected in real images where the face occupies a small region in the image (e.g., cheek raiser AU); and (iii) by including more actions units the 3D face and facial action tracker may become not suited for real-time applications. The current used appearance-based 3D face tracker adopts 12 unknown parameters for a given video frame (six degrees of freedom associated with the 3D head pose and the selected six Action Units).

1 Several parameters relative to K-NN and SVM have been tested, but only the best results are shown.
### Table 1 Overall classification results for K-NN based on LDA

<table>
<thead>
<tr>
<th>Classifier type</th>
<th>K=1</th>
<th>K=3</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic</td>
<td>94.28%</td>
<td>88.57%</td>
<td>82.86%</td>
</tr>
<tr>
<td>Static (apex)</td>
<td>91.42%</td>
<td>91.43%</td>
<td>85.37%</td>
</tr>
<tr>
<td>Static (half-apex)</td>
<td>85.71%</td>
<td>82.85%</td>
<td>80.00%</td>
</tr>
</tbody>
</table>

### Table 2 Overall classification results for K-NN based on NDA

<table>
<thead>
<tr>
<th>Classifier type</th>
<th>K=1</th>
<th>K=3</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic</td>
<td>88.57%</td>
<td>88.57%</td>
<td>85.71%</td>
</tr>
<tr>
<td>Static (apex)</td>
<td>85.71%</td>
<td>88.57%</td>
<td>91.42%</td>
</tr>
<tr>
<td>Static (half-apex)</td>
<td>82.85%</td>
<td>80.00%</td>
<td>80.00%</td>
</tr>
</tbody>
</table>

### 5 Conclusions and future work

In this paper, we addressed the dynamic facial expression recognition in videos. We introduced a view and texture independent scheme that exploits facial action parameters estimated by an appearance-based 3D face tracker. We represented the corresponding learned facial actions associated with different facial expressions by time series. In order to show even better the benefits of employing a dynamic classifier, we compared it with static classifiers, built on the half-apex and apex frames of the corresponding facial expressions. We also showed that only by using half-apex frames to train the static classifiers, we still get very reliable predictions about the real facial expression (tests were done with apex and half-apex frames).

By including the retrieval of the facial actions by the real-time face tracker the task of recognizing one frame (static recognition) can take about 60 ms on current PCs. It is slightly more than 60 ms for the dynamic recognition. It is worth noting that despite the fact that the recognition methods are fast enough, a real-time performance is not required since on average humans display a dynamic expression in about half a second. In consequence, any physical system based on our frameworks will be rapid enough to be used without missing the detection of dynamic facial expressions displayed in videos. Due to the use of the Candid 3 model, our facial expression recognition schemes can be applied within a range of out-of-plane face rotation from -50 to +50 degrees.

In the future, we want to further explore the results obtained in this paper by focusing on two directions: using facial actions as a hint to assess persons’ level of interest during an event and trying to discriminate between a fake and a genuine facial expression.
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<table>
<thead>
<tr>
<th>c (g=1/54)</th>
<th>g/2</th>
<th>g</th>
<th>2g</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>91.43%</td>
<td>91.43%</td>
<td>91.43%</td>
</tr>
<tr>
<td>5</td>
<td>91.43%</td>
<td>94.28%</td>
<td>97.14%</td>
</tr>
<tr>
<td>10</td>
<td>97.14%</td>
<td>97.14%</td>
<td>97.14%</td>
</tr>
<tr>
<td>50</td>
<td>97.14%</td>
<td>100.00%</td>
<td>97.14%</td>
</tr>
<tr>
<td>100</td>
<td>100.00%</td>
<td>97.14%</td>
<td>97.14%</td>
</tr>
<tr>
<td>500</td>
<td>97.14%</td>
<td>97.14%</td>
<td>97.14%</td>
</tr>
<tr>
<td>1000</td>
<td>97.14%</td>
<td>97.14%</td>
<td>97.14%</td>
</tr>
</tbody>
</table>

Table 3  SVM - Overall recognition rate for the dynamic classifier.

<table>
<thead>
<tr>
<th>Static classifier</th>
<th>K=1</th>
<th>K=3</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor</td>
<td>82.85%</td>
<td>85.71%</td>
<td>85.71%</td>
</tr>
<tr>
<td>Major</td>
<td>57.14%</td>
<td>65.71%</td>
<td>62.85%</td>
</tr>
</tbody>
</table>

Table 4  K-NN results based on LDA - Cross-check validation results for the static classifier. Minor: train with half-apex frames and test with apex. Major: train with apex frames and test with half-apex.

<table>
<thead>
<tr>
<th>Static classifier</th>
<th>K=1</th>
<th>K=3</th>
<th>K=5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor</td>
<td>94.28%</td>
<td>88.57%</td>
<td>85.71%</td>
</tr>
<tr>
<td>Major</td>
<td>65.71%</td>
<td>62.66%</td>
<td>60.00%</td>
</tr>
</tbody>
</table>

Table 5  K-NN results based on NDA - Cross-check validation results for the static classifier. Minor: train with half-apex frames and test with apex. Major: train with apex frames and test with half-apex.

<table>
<thead>
<tr>
<th>Static type</th>
<th>c=1</th>
<th>c=5</th>
<th>c=10</th>
<th>c=50</th>
<th>c=100</th>
<th>c=500</th>
<th>c=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apex</td>
<td>82.86%</td>
<td>97.14%</td>
<td>100.00%</td>
<td>94.28%</td>
<td>94.28%</td>
<td>94.28%</td>
<td>94.28%</td>
</tr>
<tr>
<td>Half-apex</td>
<td>82.85%</td>
<td>82.85%</td>
<td>85.71%</td>
<td>94.28%</td>
<td>94.28%</td>
<td>94.28%</td>
<td>91.43%</td>
</tr>
</tbody>
</table>

Table 6  SVM - Overall recognition rate for the static classifier.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>93.9%</td>
</tr>
<tr>
<td>AAM + LDA [1]</td>
<td>82.9%</td>
</tr>
<tr>
<td>LBP [28]</td>
<td>92.1%</td>
</tr>
<tr>
<td>Gabor [31]</td>
<td>92.2%</td>
</tr>
<tr>
<td>LBP* [33]</td>
<td>55.6%</td>
</tr>
</tbody>
</table>

Table 7  Comparison of different approaches for the static classifier.

<table>
<thead>
<tr>
<th>Static type</th>
<th>c=1</th>
<th>c=5</th>
<th>c=10</th>
<th>c=50</th>
<th>c=100</th>
<th>c=500</th>
<th>c=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minor</td>
<td>80.00%</td>
<td>80.00%</td>
<td>85.71%</td>
<td>85.71%</td>
<td>82.86%</td>
<td>80.00%</td>
<td>82.86%</td>
</tr>
<tr>
<td>Major</td>
<td>48.57%</td>
<td>60.00%</td>
<td>51.43%</td>
<td>45.71%</td>
<td>48.57%</td>
<td>48.57%</td>
<td>48.57%</td>
</tr>
</tbody>
</table>

Table 8  SVM - Cross-check validation results for the static classifier. Minor: train with half-apex frames and test with apex. Major: train with apex frames and test with half-apex.
Table 9 Confusion matrix for the dynamic classifier based on SVM. The results correspond to the case when c=1 and g=0.0185.

<table>
<thead>
<tr>
<th></th>
<th>Surprise</th>
<th>Sadness</th>
<th>Joy</th>
<th>Disgust</th>
<th>Anger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surprise (7)</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Sadness (7)</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Joy (7)</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Disgust (7)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Anger (7)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 10 Recognition rate using K-NN (based on LDA and NDA) and SVM applied to the large data set. The training was based on the CMU data and the synthetic data was used for test.

<table>
<thead>
<tr>
<th>Subspace learning type</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN (LDA)</td>
<td>90.57%</td>
</tr>
<tr>
<td>K-NN (NDA)</td>
<td>91.71%</td>
</tr>
<tr>
<td>SVM</td>
<td>98.00%</td>
</tr>
</tbody>
</table>
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