Real-Time Activity Monitoring of Inpatients
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Abstract—In this paper, we present the development of an
application capable of monitoring a set of patient vital signs
in real time. The application has been designed to support the
medical staff of a hospital. Preliminary results show the suitability
of the system to prevent the injury produced by the agitation of
the patients.

I. INTRODUCTION

In the context of hospital patient care management, we
have carried out experiments with the purpose of planning,
developing and validating a central data collector, capable of
monitoring various critical data of patients who need perma-
nent medical care.The data collected by the application is sent
in real time to the medical staff, so, health care personnel
will be informed at every instant of time of the situation of
the patient without having to be present. The classical data
monitoring is done through networking with different sensors
of vital equipment, such as oxygen concentrators, ECG, HTA,
etc. The contribution we introduce is to automatically collect
the amount of motion of the patient by means of computer
vision techniques. In order to quantify the amount of move-
ment, first assume that we are in a context where the patient
has a continuous spatiotemporal behavior. Thus, it obliges us
to analyze the relationship of information between consecutive
frames to find the possible movement of the patient. For this
goal, differences among visual features of consecutive frames
are computed. These values are used to quantify a set of
agitation degrees. Moreover, a module able to detect presence
within the context of the patient is implemented. The module
is used to stop monitoring of agitation data when the patient
is been attended by the medical staff. The rest of the paper
is organized as follows: section II describes the monitoring
system, section III show qualitative results, and finally, section
IV concludes the paper.

II. METHOD

We delimited our workspace to an area of interest defined
by the user of the application. In this process, the user reduces
the study of the motion to a rectangular area, choosing four
points of the entire image which contain the bed of the patient.

A. Motion Description

Our goal is to obtain a visual representation of information
contained in the region of interest. For this, we use a descriptor

based on Histogram of Oriented Gradients (HOG) [1]. To
compute such a descriptor we convert color images to gray
scale intensity images. Then, within the region of interest, we
define a subdivision of the area, building a grid where each cell
corresponds to a HOG descriptor. The grid contains 96 (12x8)
cells. Each cell is a square containing n x n pixels. For each
pixel in this block we apply the Sobel operator to compute the
approximate absolute gradient magnitude (normalized in the
range [0..1]) and gradient orientation. Then for each cell we
define K (K = 9) orientation bins and use gradient orientation
to assign each pixels to one bin. For each bin, we calculate
the sum of gradients of its pixel. It means that for each cell
inside the grid we obtain a vector of 9 values (sums). The 2D
HOG descriptor is a vector D (normalized in the range [0..1])
concatenating vectors of all cells of the grid. The reason why
we use a grid is to analyze and distinguish different areas
where motion can occur.

B. Objective Quantification of Motion

After analyzing the image and extract visual information, we
quantify and codify the system output in order to display it in
an understandable way to the medical staff. So, we discretize
the system output in the following states: no motion, slight
motion, high motion, and gross motion. The value of the HOG
descriptors difference between two consecutive frames used to
compute the output of the system. The difference between the
cell A at frame ¢ and the cell A at frame ¢+ 1 is estimated as
the euclidean distance between the corresponding descriptors
At and A*T!. Then, we accumulate the euclidean difference
for all cells of the grid in two consecutive frames. Normalizing
the obtained agitation degree D in the range [0..1] we finally
discretize the motion in the following four levels:

[0..0.24] — no motion

[0.25..0.49] — slight motion

[0.5..0.74] — high motion

[0.75..1] — gross motion

An example of cell HOG differences and final monitoring of
motion levels is shown in the example of Figure 1.

C. Data Monitoring and Alarm System

Referring to the data computed by the clinical devices, these
are displayed directly on an interface of observation (Figure 2).
Alarms can be programmed according to clinical parameters.



Fig. 1. Motion analysis under different illumination conditions
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Fig. 2. Monitoring interface

These parameters will be set by the medical staff through the
interface of configuration. Regarding the monitoring of the
motion, the user sets a period of observation. In this way, the
system displays the percentage of time in which the patient has
been at each level of motion. From the interface configuration,
the user sets the maximum values of motion to start the alarm
system. Figure 3 shows the percentage of agitation of a patient
for a period of time.

III. RESULTS

In order to assess the robustness of the system the appli-
cation has been tested on a video sequence of 8000 frames,
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Fig. 3. Historic of patient activity for a period of time

Fig. 4. Example of presence detector

Fig. 5. Adaptive pixel foreground motion segmentation

with a frame of rate 5 FPS. The resolution of the frame is
640 x 480 pixels. The video corresponds to a real patient from
the Hospital de Sabadell, Parc Tauli. In this first test we can
see the robustness of the system, detecting the different levels
of motion under different light conditions and different periods
of time (Figure 1). Additionally, we show an example where
the presence detection module detects a medical staff in the
environment of the patient (Figure 4). This has been imple-
mented using classical background substraction methodologies

[2].
IV. CONCLUSION

We presented a methodology to detect and quantify the
motion of patients in hospitals. The method is based of
HOG descriptor differences. Additionally, a presence detector
module was implemented. Preliminary results show that the
system robustly detects and quantifies the motion of the patient
at the same time that shows an historic of the patient activity.
We are currently on the analysis of alternative motion quan-
tification methodologies able to identify the level of agitation
at pixel level by means of adaptive pixel foreground models
(a preliminary result is shown in Figure 5).
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