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Abstract—In this paper, we present a new querying paradigm
for handwritten keyword spotting. We propose to represent hand-
written word images both by visual and audio representations,
enabling a query-by-speech keyword spotting system. The two
representations are merged together and projected to a common
sub-space in the training phase. This transform allows to, given a
spoken query, retrieve word instances that were only represented
by the visual modality. In addition, the same method can be used
backwards at no additional cost to produce a handwritten text-to-
speech system. We present our first results on this new querying
mechanism using synthetic voices over the George Washington
dataset.

I. INTRODUCTION

Handwritten keyword spotting can be defined as the prob-
lem of locating within a collection of documents, the zones of
interest where a particular queried word is likely to appear,
without the explicit transcription of all the contents of the
collection. Being a mature enough research topic, many dif-
ferent approaches have been presented in the literature aiming
at the keyword spotting problem. In particular, one of the
most prominent approaches is to follow a query-by-example
paradigm. That is, the user provides a snippet image of the
sought handwritten word that serves as example and the system
retrieves a ranked list of words from the collection that are
similar to the query. The simplicity of such approaches is quite
attractive since by only using an adequate handwritten word
description and similarity measure, the system can already
deliver good retrieval performances. In addition, such spotting
approaches can usually be pipelined to any indexing mecha-
nism yielding efficient response times in large-scale scenarios.
However, such simplicity hides an important usability flaw.
In order to spot a word, the user has to browse the collection
looking for an instance of the sought word. But forcing the user
to manually extract a template word in large collections might
be a really tedious task. Such approaches are thus unusable
in real scenarios for plain users that might not be willing to
make such an effort to just cast a query.

To overcome such limitations, more complex learning-
based techniques have been proposed to bypass this burden.
These techniques allow to query the system by just typing the
query string, which is known as the query-by-string paradigm.
Although this kind of techniques need a portion of the dataset
to be transcribed beforehand in order to be used as training set,
they present the advantage that they can be used in multi-writer
scenarios. The latest trend in query-by-string learning-based
techniques is to learn models for individual characters without
needing a word segmentation technique. Machine learning

approaches such as hidden Markov models or neural networks
have been used for such purpose [1], [2]. Although such
proposals provide a more user-friendly querying experience,
they might not be really usable for large collections. At
query time the whole collection needs to be processed to
estimate the model output scores, and such step might be
too computationally expensive. Therefore, recent query-by-
string methods aimed at representing words in a numerical n-
dimensional space, which can be efficiently indexed, have been
proposed [3], [4]. Such approaches find a common subspace
between textual and visual descriptions of the words, allowing
the user to cast a textual query and retrieve words that were
just described visually.

In this paper we propose a new querying paradigm to
go one step beyond query-by-string. We propose to adapt
our previous query-by-string publication [3] so that it can
tackle audio signals instead of textual strings, thus allowing
the user to cast spoken queries. To our best knowledge, this
is the first work that proposes a query-by-speech paradigm
for handwritten keyword spotting. Such paradigm provides
several benefits. First, it produces a more user-friendly query
experience than classical query-by-example methods. Second,
since the final representation is a numeric feature vector,
the solution is scalable to large collections, providing sub-
linear query times when used in combination with off-the-
shelf indexing strategies. Finally, we believe that the query-
by-speech paradigm is even more ergonomic than query-by-
string approaches, since we get rid of the keyboard, making it
more easily integrable in some specific scenarios like museum
exhibitions or keyword search engines integrated in smart-
phones.

Additionally, the proposed framework presents the advan-
tage that without any additional cost, it can be used backwards.
Once we have the trained model, the same system can be used
either to cast spoken queries to retrieve handwritten words that
were just represented visually, but also given an image of the
word, it can retrieve the most similar utterance that we have
indexed. Our proposed system can thus be seen either as a
query-by-speech handwritten keyword spotting, or as a basic
handwritten text-to-speech (TTS) system.

The remainder of the paper is organized as follows.
Both audio and visual word representations are described in
Section II. Subsequently, in Section III we detail how the
combination of both representations is obtained through the
use of latent semantic analysis. In Section IV, we overview
the retrieval step and how from a query represented with one
modality we are able to retrieve word instances that are only



represented with the other modality. The experimental results
are presented in Section V. We finally draw our conclusion
remarks in Section VI.

II. WORD REPRESENTATIONS

In this work, handwritten word images are represented by
two different cues, one relying on an audio signal and the other
relying on visual information. In this section, we will present
the work-flow used to generate both representations.

A. Audio Representation

Let us first detail how we create the audio signals of each
document word and how we describe these audio signals.

1) Synthetic Speech: In order to carry out our experiments,
we need recordings of the words appearing in a collection
of handwritten documents. To produce a large enough set
of audio records both for the train and the test phases of
the algorithm, we decided to use synthetic voices rather than
actually recording audio clips. We have used three different
TTS engines, namely the Festival Speech Synthesis System [5],
the Google TTS API1 and the AT&T’s Natural Voices TM

software2. The Google TTS engine yields an utterance with
a single voice for each word while Festival and AT&T TTS
can create utterances with five different voices for the same
word. The Google and AT&T software create audio records
of a higher quality than Festival software obtaining in general
audio recordings closer to natural voices. Finally, the AT&T
software is only used to synthesize a selected set of words
that we utilize as queries to evaluate the algorithm’s robustness
against unheard speakers in the training phase.

2) Bag-of-Audio-Words: In order to extract a feature vector
from audio signals, we have chosen the Perceptual Linear
Prediction (PLP) framework [6]. After applying an overlapped
hamming window to the speech signal, PLP features are
extracted on the short-term spectrum of speech. PLP uses
several psychophysically based transformations to extract a
set of cepstral coefficients. A subsequent filtering step named
RASTA, proposed by Hermansky et al. in [7] is applied in
order to make PLP analysis more robust to spectral distortions.

However, the RASTA-PLP method still outputs a time
signal that depends on the length of the pronounced utterance.
In order to have a fixed-length feature vector, we have applied
the Bag-of-Audio-Words (BoAW) framework over these time
series features. From a set of utterances represented by their
RASTA-PLP cepstral coefficients, we create a codebook by
clustering the cepstral coefficients using the k-means algo-
rithm. In this paper, we use a codebook of 8,192 audio
words. A spoken word is then represented by an histogram
which accumulates the frequencies of each audio word. We
can see an example of a couple of utterances, their RASTA-
PLP cepstral features and a simplified BoAW representation
(just 10 codewords) in Figure 1. In order to encode some
sequential information, we divide the audio information into
different temporal bins and the histogram of audio words
are independently accumulated for each of them. These tem-
poral bins are created using a pyramid structure similar to

1http://www.translate.google.com/translate\ tts?tl=en\&q=Hello
2http://www2.research.att.com/∼ttsweb/tts/demo.php

Fig. 1. Example of utterances of the word companies, their RASTA-PLP
cepstral coefficients and their BoAW histograms for two different voices.

the Spatial Pyramid Matching method [8] typically used for
visual information. We employ a two level pyramid which
halves the temporal bins at each new level, resulting in seven
different temporal bins. These temporal bins are concatenated
resulting in a 57,344-dimensional audio descriptor which is
L2-normalized to obtain the final audio representation fa.

B. Visual Representation

Word image snippets are represented by a descriptor ob-
tained using the Bag-of-Visual-Words (BoVW) framework. We
used the same visual representation that was proposed in our
previous work in [3], [9]. Let us briefly detail the followed
steps.

Original image

First level Second level

Fig. 2. Distribution of the spatial bins in the two levels of the spatial pyramid.

We first densely sample local regions over the image at
different scales having sizes of 20, 30 and 40 pixels which
are sampled at a constant step of 5 pixels. Then, the local
regions are characterized by the SIFT local descriptor using
its standard configuration. Once descriptors have been sampled
from the image, we convert them into visual words by means
of a codebook created by the k-means algorithm. In this paper,
we use a codebook of 4,096 visual words. Local descriptors are
then encoded into visual words using the Locality-constrained
Linear Coding (LLC) algorithm [10] considering the three
nearest neighbors. We then added spatial information by means
of the SPM method [8]. We used a first level with 3 partitions
in the X axis and 2 partitions in the Y axis and a second
level with triple number of divisions in the X axis while
keeping the same amount of partitions in the Y axis. We
can see an example of the proposed configuration in Fig. 2.



The visual descriptor is obtained concatenating the histograms
of visual words of each pyramid level. This configuration
results in a 98,304-dimensional visual descriptor. We then use
a power normalization proposed by Perronnin et al. in [11] in
order to increase the response of the visual words with low
contribution resulting in a less sparse representation. Finally,
an L2-normalization is applied to the whole descriptor in order
to obtain the final visual representation fv .

III. AUDIO AND VISUAL FUSION

Until now, word snippets are represented by two informa-
tion modalities: an audio descriptor extracted from different
utterances of the word and a visual representation generated
from the visual words extracted from the document images.
Our proposal is to bring together the audio and visual descrip-
tors into a common representation space, so that we are able
to use queries from one modality to retrieve words described
using the other modality. We want to be able to use spoken
queries to retrieve word snippets which are described solely by
visual descriptors and vice-versa, to retrieve word utterances
given an image of a handwritten word. This is achieved by
searching a transform which projects both the visual and audio
information into a common feature space, so that ideally the
audio and visual descriptors of the same word will be similar
in the transformed space.

This transform is obtained by assuming that both visual
and audio features will co-occur for two different instances
of the same word. Therefore, we can find a set of abstract
topics that represent distributions of visual and audio features
associated to some underlying semantics of the indexed words.
We calculate these abstract topics with the Latent Semantic
Analysis (LSA) algorithm [12] which uses the singular value
decomposition (SVD) step to find a linear transform which
projects both audio and visual information into a set of abstract
topics in an unsupervised way.

In order to calculate the linear projection matrix, we first
arrange the word descriptors of the training set in a descriptor-
by-word matrix A = [f1 . . . fi . . . fM ], where M is the number
of train samples and fi = [fai , f

v
i ] is obtained by concatenating

the audio fai and the visual fvi descriptors of the i-th training
sample. Since we can generate multiple utterances for each
word, the number of train samples M corresponds to the
number of word snippet images multiplied by the number of
voices used to create the audio descriptors. The LSA algorithm
obtains the linear projection by decomposing this descriptor-
by-word matrix in three matrices using a truncated SVD:

A ' Â = UTST (VT )
>
,

where T is the number of abstract topics (i.e., the dimension-
ality of the transformed space) and UT ∈ RD×T , ST ∈ RT×T

and VT ∈ RM×T . Finally, the transformation matrix XT is
calculated as

XT = UT (ST )
−1

,

so that the descriptor of i-th word snippet fi is projected into
the new feature space by simply f̂i = f>i XT .

IV. RETRIEVAL PHASE

The transformation matrix XT has been calculated using
words which has both visual and audio signatures available.

However, in the retrieval phase just a single modality is
present. The projection of either a visual or an audio signature
into the topic space is computed as

f̂vi =
[
0>a , f

v
i
>
]
XT , f̂ai =

[
fai
>,0>v

]
XT ,

where 0a and 0v are zeros vectors with the same dimen-
sionality as the audio or visual codebooks respectively.

A. Query-by-speech keyword spotting

In this scenario, we have indexed the word image snippets
with the projected signatures f̂vi , and an utterance is expected
as the query. The queries are described with the projected audio
signature f̂aq and the cosine distance between them is used as
a similarity measure to generate the ranked list.

This procedure allows to retrieve word instances using
spoken queries from databases which have been described
using only visual information. This is possible since the LSA
algorithm has found relationships between the visual words
and audio words in the training phase. Then, even if a source
of information is not present in one of the descriptors, we are
still able to rank and find relevant instances in the indexed
documents.

B. Audio Retrieval

In addition, without any additional cost, we can use the
proposed method backwards to reverse the retrieval task. That
is to index audio information and use handwritten word images
as queries. Such audio retrieval can be seen as a handwritten
text-to-speech task which does not have an implicit recognition
step. Furthermore, we generate multiple ranked lists for a
single visual query by indexing the audios of the different
available voices separately. These output lists are re-ranked
into a single result using the Borda count algorithm to obtain
a better retrieval performance. Finally, when only returning the
first element of the ranked list to the user, such audio retrieval
method can be seen as a handwritten text-to-speech system.

V. EXPERIMENTAL RESULTS

The proposed method has been evaluated in the George
Washington (GW) database [13] consisting of 4864 segmented
words. In order to train the LSA model that brings together the
audio and visual information, we need a portion of the database
to be transcribed. Therefore, the database is divided into four
different folds. The system is trained using three of these folds
and evaluated in the remaining one. At query time, all the
words in the test set can be used. However, not all the words
appearing in the test fold might be present in the train set. We
will therefore report in our experiments two different measures,
the performances reached when considering all words as
queries and the performances reached when just considering
the in-vocabulary words, i.e. just casting the queries that are
present in both train and test sets.

A. Query-by-speech Qualitative Results

We present in Fig. 3 some qualitative results of the system
when casting queries pronounced by either Google’s voice
(used as well in training) or an AT&T voice, which has not



In-vocabulary query instructions with Google’s voice

In-vocabulary query instructions with an unheard AT&T’s voice

In-vocabulary query orders with Google’s voice

In-vocabulary query orders with an unheard AT&T’s voice

Fig. 3. Examples of the 20 most similar word images returned by the system for different spoken queries.

TABLE I. COMPARISON WITH OUR PREVIOUS WORK USING THE SAME
VISUAL DESCRIPTION.

Method Evaluation Queries mAP

Query-by-speech (proposed) 4 folds All words 51.24%
Query-by-speech (proposed) 4 folds In-vocabulary words 78.38%

Query-by-string [3] 4 folds All words 56.54%
Query-by-string [3] 4 folds In-vocabulary words 76.2%

Query-by-example [9] 1 fold All words 72.98%

been heard by the system in the training phase. Framed in
green appear the words that are considered relevant in our
ground-truth. Note that in our experiments we have not filtered
stop-words nor removed words with few appearances. We
neither applied any stemming process, so for instance when
querying the word orders, results as order are accounted as
negatives.

B. Query-by-speech Quantitative Results

We report the obtained mean average previsions (mAP)
results of our system in Figure 4 depending on the amount of
topics T when using Festival’s and Google’s voices as queries.
The resulting mAP shows that the larger the dimensionality
of the topic space is, the better the retrieval performance of
the system. For the largest topic space size, we reached a
78.38% mAP when using only in-vocabulary queries. When
considering all the queries in the test set, the performance
drops to a 51.24% mAP.

We report in Table I a performance comparison of the
proposed query-by-speech method against our previous query-
by-string proposal [3] and a query-by-example set up [9]. All
three methods use exactly the same visual descriptors and both
query-by-speech and query-by-string evaluation protocols are
exactly the same. Obviously, the query-by-example experiment

Fig. 4. mAP attained by the system using different number of dimensions
in the topic space.

do not require any fold partition and each word snippet is
used as query in a leave-one-out fashion. It is interesting to
see that even if the audio queries are noisy while our previous
string queries were not, the reached performances are quite
comparable, even delivering better results in the in-vocabulary
query setup. Obviously the reached performances in the case
of multi-modal representations do not reach the performance
levels of just using a visual descriptor in a query-by-example
fashion, but we have to take into account that both query-by-
string and query-by-speech do not require a manual search of
the query template.

C. Query-by-speech with Unheard Voices

In the previous experiment, we used as queries word
utterances pronounced by the same voices that were using in



TABLE II. RETRIEVAL PERFORMANCE USING UNHEARD VOICES AS
QUERIES.

Voice mAP all words mAP for in-vocabulary
from [14] words from [14]

AT&T’s voice Claire 15.46% 16.12%
AT&T’s voice Crystal 14.72% 15.27%
AT&T’s voice Lauren 10.69% 11.13%
AT&T’s voice Mike 15.98% 16.74%
AT&T’s voice Rich 13.01% 13.64%

Average 13.97% 14.58%

TABLE III. ACCURACIES FOR THE HANDWRITTEN TEXT-TO-SPEECH.

Voice Accuracy all words Accuracy in-vocabulary words

Google voice 31.13% 37.86%
Festival voice 1 55.68% 67.71%
Festival voice 2 58.40% 71.06%
Festival voice 3 55.90% 67.75%
Festival voice 4 61.04% 74.18%
Festival voice 5 56.84% 68.91%

Borda Count 70.00% 85.24%

the training phase. We report in Table II the obtained results by
the proposed system with T = 1024 when the casted queries
are pronounced by a different voice than the ones used to train
the LSA model. Here we have used the five different AT&T’s
voices to pronounce a small set of 38 queries, which are the
ones used by Liang et al. in [14]. Here we can observe an
important performance drop when compared with our previous
experiment. However, such low mAP values might still be
acceptable for plain users in certain scenarios, since despite
the low mAP scores, usually some positive word instances are
well ranked in the top positions as we have seen in Figure 3.

D. Handwritten Text-to-speech via Audio Retrieval

Finally, we account the recognition accuracies of the
handwritten text-to-speech task in Table III. The table reports
the percentage of queries in which we retrieved the correct
utterance at the first rank. As expected, we obtain a signif-
icant improvement when just querying in-vocabulary words
in comparison to using the whole corpus. We also observe
that the performance reached among different voices is quite
disperse. Since our approach is not a TTS engine per se, but an
audio retrieval system, given an image query we can combine
several retrieval outputs from different voices to overcome
such diversity and obtain better performances. In our case,
the Borda count combination of the ranks obtained with each
voice leads to an important improvement over the indexation of
individual voices. The method yields promising results despite
its simplicity and the fact that it does not entail an explicit
recognition of the handwritten words.

VI. CONCLUSION AND FURTHER STEPS

In this paper, we have proposed a method that enables
two novel applications. On the one hand a query-by-speech
handwritten word spotting system, and on the other hand a
handwritten text-to-speech mechanism. We reach state of the
art spotting performances when the same voice is used both
for training and querying. However there is still room for
improvement in the case that the system is queried with an
unheard voice. Some adaptation step would be beneficial in
that scenario. The proposed approach has been tested by using

synthetic voices generated by TTS engines, we plan in the
future to collect a large enough data sample of audio recordings
of human voices to further test the generality of the approach.
Concerning the handwritten text-to-speech applications, we
reach acceptable recognition accuracies when combining dif-
ferent voices. It would be interesting to conduct an experiment
indexing larger audio dictionaries such as WordNet.
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