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Abstract. This paper presents a bag of feature based method for vi-
sual object recognition. Our contribution is focussed on the selection of
the best feature descriptor. It is implemented by using a novel multi-
table reinforcement learning method that selects among five of classical
descriptors (i.e., Spin, SIFT, SURF, C-SIFT and PHOW) the one that
best describes each image. Experimental results and comparisons are pro-
vided showing the improvements achieved with the proposed approach.
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1 Introduction

Bag of features (BoF) has become one of the most widely used approaches for
visual object recognition (e.g., [1], [2], [3], [4]). It consists of four steps. Firstly,
it finds the interest points (detectors) and describes them (descriptors) in order
to characterize the given object at a higher abstraction level. Secondly, the ex-
tracted feature points, from all the images in the training set, are structured in
a kind of dictionary of words. This dictionary of words is obtained through a
learning process and will be used during in the next step. Thirdly, each of the
images from the training set is represented by means of a histogram that count
the number of times a given word appears. Finally, the obtained histograms are
used to train a support vector machine (SVM), which classifies the given images.
The BoF is a flexible architecture and the fourth steps mentioned above can be
implemented through the use of different algorithms. Hence, the final result will
depend on the selection of the right algorithm for each step.

From the four steps mentioned above, a particular attention should be given
to the first one, since it represents the most sensible and results are highly de-
pendent on the right descriptor selection. Since the use of different descriptors
implies different results, one could think that the best option for this first step
is to concatenate as much descriptors as possible. Hence, a given image will be
represented by all possible different descriptors. Unfortunately, such a kind of



brute-force strategy in most of the cases is not feasible due to the fact that it
introduces noise. Recently, in [5], the authors present a method to select the
best descriptor for each image using reinforcement learning (RL). RL is a simple
method that allows to learn the best action under a trail-and-error framework
based on a set of user defined states. Although interesting results have been
obtained in [5], and most of the time the approach converges to the best descrip-
tor, the problem now is how to define a reliable state to be used during the RL
learning process. The current work tackles this problem by proposing a strategy
that helps to select the state that maximize the result.

RL has been largely used in the robotics community during the last two
decades. Recently, it has attracted the attention in the computer vision field
to address problems such as image segmentation or object recognition, just to
mention a few. For instance, in the segmentation domain the RL method is used
to select the appropriate threshold (e.g., [6], [7]). In [8], the authors propose a
RL based face recognition technique that is able to learn the best feature from
each image. Similarly, in the object recognition field, [9] presents a RL technique
using first order logic. Finally, RL has also been used for learning interest points
[10], [11] or for selecting methods for classification [12].

In this paper we present a BoF based approach for the object recognition.
As mentioned above the current work is focussed on the first step by using RL.
More precisely, the current work contributes with a novel scheme for selecting the
best state in the RL method. This scheme results in a multi-table formulation.
Regarding the rest of steps of BoF, in the current implementation we use a kd-
tree in the second step and a support vector machine in the fourth step. The
reminder of the paper is organized as follow. Section 2 presents a brief summary
of the RL. Then, section 3 details the proposed method. Experimental results
are provided in section 4 and conclusions and future work are given in section 5.

2 Reinforcement learning

As mentioned above the current work proposes the use of a multi-table RL
strategy for finding the best descriptor that characterizes a given image. In this
section a brief description of RL is presented just to introduce the notations and
the definition of the used elements (see [13] for more details).

The RL is a learning method used in those cases where the agent does not
have a prior knowledge about which is the correct action to take. The RL is
a Markov decision process intended to learn how an agent ought to take an
action in a given environment so that a reward is maximized. These concepts are
defined with the following tuple (S, A, 0, T), where: S is is a set of environment
states; A is a set of actions; § is a transition function §:5 x A — S and 7 is a
reward /punishment function, 7:5 x A — R .

By using the definitions presented above the RL methods works as follow:
for a given state s,, the agent selects the action a;, that maximize the expected
reward r based on the 7 function. In other words, by applying the action aj in
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Fig. 1. Illustration of interaction between agent and the environment

the state s, a new state s,;1 and a reward r are obtained. Figure 1 illustrates
the interaction between the agent and the environment.

The RL can be solved using dynamic programming, Monte Carlo method
and temporal difference learning. The temporal difference learning is used in
the current work because it does not require a model and it is fully incremental
[13]. More concretely, the used framework is based on the Q-learning algorithm
[14]. In our work, the current state s, is only affected by the previous visits but
not for the future since the Markov decision problem is of first order [8]. The ¢
and 7 functions are nondeterministic; hence each element of the Q-table, for an
iteration n, is computed as follow:

Qn(sza ah) — (1 - O‘n)anl(sza ah) + an[r + ’)/H}S*X anl(sz; a/)]v (1)

1
= — ) (2)
1 + visits, (s, an)
where 7 is a discount factor for future reinforcements and is defined as 0 < v < 1.
The Eq. 2 is the value of a, for a nondeterministic world and visits is the number

of iterations visiting the Q-table at the tuple (s,,an) [15].
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3 Proposed method

The proposed approach, as mentioned in Section 1, uses the classical BoF ([1],
[2]) for object recognition; our work is particularly focussed on the first step
of BoF'. In other words, we propose a multi-table reinforcement learning based
strategy to select the best descriptor for each image from a set that contains the
most widely used in the literature. This section presents the definition of the
main elements of RL as well as the proposed strategy to combine the Q-table.
Figure 2 illustrates the BoF (see left — side) with the proposed RL for the
first step (see right — side). The three remainder steps of BoF are implemented
following the state of the art, hence they are not detailed in this section (see [4]
for more details).

3.1 Tuple definition

This section aims at describing the different elements used in the RL formulation
of the current work. The tuple (S, A4, §, 7) is defined as follows:
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Fig. 2. Illustration of learning the best descriptor for each image using Q-learning
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Fig. 3. (left) Image from ETH database [16]. (middle) Image splitted up into four
squares. (right) Image splitted up into sixteen squares, but only eight of them are used

B

State definition: A state is defined as a set of characteristics from the given
image. In order to tackle the challenge of defining a single representative state
[5] that could be used with different databases, in the current work we propose
the use four different state definitions. In all the cases the states are defined by
a set of clusters obtained from the extracted vectors of characteristics—by using
k-means. The vector for a given image is defined by extracting the information in
a structured way. For instance, in the case of Fig. 3 the vector of characteristics is
defined with 13 elements. The first element of that vector is obtained extracting
information from Fig. 3(left); then, Fig. 3(middle) contributes with the next
four elements of the vector; finally, the last eight elements are obtained from
Fig. 3(right). Once the vectors from all the given training images have been
obtained a k-means clustering is used to compute the states that will be used
for the Q-learning.

1) L*a*b* state definition: This state uses the L*a*b* color space. This color
space is obtained by converting the RGB to XYZ and then, XYZ to L*a*b*
(see [17], [18] for more details). The L* represents the luminance of the
image, a* represents the difference between the red and green colors, and



the b* is the difference between the yellow and blue colors. As mentioned
above the given image is split up into 13 squares (see Fig. 3, for each one of
them the median value of L*a*b* is computed. Note that since L*a*b* has
three components this state definition results in a vector of 39 elements.

2) Gradient state definition: This state definition uses the gradient in x and
y directions. The gradient provides edges, but in this case, the state is defined
by extracting the median of values in x and y. The partition shown in Fig.
3 is also used here. Hence, this state is defined with a vector of 26 elements.

3) Entropy state definition: The entropy measures the uncertainty of the
information. In this case, the information is computed using the same parti-
tion shown in Fig. 3, but from the corresponding gray-scale image instead of
the RGB color one. For each element of the partition the entropy is computed
as follow:

N
E=- Zpil092(pi)v (3)
i=1

where, p(z) is the histogram of image data. In this case the state is defined
with a vector of 13 elements.

4) Histogram of interest point state definition: This particular state is
defined using all the descriptors of the set of actions. It works as follow;
for each image from the training set, it extracts all the interested points
and describe them accordingly. After that, similarly to the process of BoF,
it constructs a dictionary and find a representation of the image interested
points. Finally, a vector with 50 elements (10 elements per descriptor) is
extracted to represent the state.

Actions: In the current work, the actions are a set of descriptors. In this case,
the RL learns the best descriptor for each image. Note that there is a large num-
ber of descriptors in the literature [19] the five most representative descriptors
are selected for this work: SIFT [20], PHOW [4], C-SIFT [21], SURF [3] and
Spin [22].

§ function: Usually, in the RL, the § functions is defined as § : s, X ap, = S,41.
But, in this work, the § function does not give a new state. In the current work,
after applying an action aj to the state s, it generates a new representation of
the image (features). The features obtained in this stage are used in the BoF for
classifying the object. After that, the process continues through a new image.
Summarizing, given a state s, and applying an action a; we obtain a new image
from the training set and this new image does not have any similitude with the
previous image.

7 function: Ther functions is defined by 7 : s, xa;, — R, when the classification
step gives the same label than the given object, the 7 function gives a reward,
and when the label does not match with the ground truth, the 7 provides a
punishment.



3.2 Combination of Q-tables:

Like in [5], the joining process of BoF and RL is used to train the Q-table.
Fig. 2 shows this training process, which works as follow. For a given image,
the agent extracts the state and applies a descriptor selected from the Q-table
using the exploration/exploitation trade off. In the current work the e-greedy
algorithm is used as a strategy for the exploration/exploitation. After applying
the descriptor, the agent follow the BoF scheme using the kdtree algorithm and
the support vector machine. Once it finishes, the agent obtains a label of the
classified image. The agent compares the obtained label with the ground-truth
and obtains a reward/punishment. This information is used to update the Q-
table according to Eq. 1, using the reward obtained before, the state and the
applied action. Finally, after completing a whole iteration the agent extracts a
new image from the training set and starts the training process again. In the
current work this process is applied four times, one time per state definition. As
a result we obtain four Q-tables. Now the question is to define which one should
be used for a given image.

In the current work we propose a simple strategy for combining the four Q-
tables computed as mentioned above. Actually, the information is not combined;
the strategy consists in selecting the action from that Q-table where the reward
is maximized. As will be presented in next section this simple strategy allows to
improve results with respect to state-of-the-art, which only work with a single
state definition.

4 Experimental results

The proposed approach has been evaluated using two different databases. Addi-
tionally, it has been compared with a recent approach [5] as well as with others
two BoF implementations where the first step consists of: ¢) just a single de-
scriptor; and #7) a RL based approach with different states definition.

The first experiment is using the ETH database. Figure 4 shows the nine
classes we have selected (i.e., apple, car, cow, cowcup, cup, dog, horse, pear and
tomato) for testing and comparing the proposed approach. Each of these classes
contain 45 images, which were randomly selected. These 45 images are split up
into three sets: 15 images for training the BoF; 15 images for training the Q-
table and 15 images for testing. The process of training starts creating for each
definition of the states the corresponding Q-table. The process is repeated 60.000
times and the values of v = 0.9 and € = 0.2 are used.

In order to have a first comparison of the results obtained with the pro-
posed approach, the performance of BoF for each descriptor is computed. Table
1 shows that the best performance is obtained when BoF uses the PHOW de-
scriptor (74.81% of recognition ratio). In Table 2 the performance of using the
BoF with the RL method is presented. The first four rows depict the perfor-
mance independently obtained for every state definition. In this case (BoF with
RL) the best performance is reached with the L*a*b* state definition (82.4%



Fig. 4. Some of the objects contained in the nine classes of ETH database

Table 2. Performance of BoF with
Table 1. Performance of BoF using RL

a single descriptor
State Definition Performance

Descriptor Performance L*a™b* 82.2%
Spin 60.00% Gradient 77.8%
SIFT 61.48% Entropy 78.5%
SURF 62.96% Histogram of words 77.1%

C-SIFT 68.15% App. presented in[5] 81.4%
PHOW 74.81% Proposed approach  83.4%

(multi-table RL)

of recognition ratio). Additionally, Table 2 shows the result obtained using the
proposal presented in [5] (see fifth row). Finally, the performance obtained with
the proposed approach (multi-table RL) is depicted in the last row. It can be
appreciated that the best performance is obtained by using the strategy pro-
posed in the current work (83.4% of recognition ratio). Some of these results are
presented in Fig. 5 by means of the corresponding confusions matrices. Figure
5(left) shows the confusion matrix resulting when BoF with a single descriptor
is used, in this case the PHOW descriptor. The confusion matrix presented in
Fig. 5(middle) corresponds to the BoF using RL and the L*a*b* state definition.
Finally, Fig. 5(right) depicts the confusion matrix resulting from the proposed
approach.

A similar comparison to the one presented above has been performed with
another database to validate the proposed approach. In this case, the COIL
database [23], which contains 100 classes has been selected (Fig. 6 shows some
of the objects contained in the COIL database). Each of these classes contain
45 images, which are split up into three sets: 15 images for training the BoF, 15
images for training RL and 15 for testing. In this case the process is repeated
600.000 times and the values of v and ¢ are the same as those used in the first
experiment (y = 0.9 and € = 0.2)

The performance of BoF for each descriptor is computed and presented Ta-
ble 3; it can be appreciated that the best performance is again achieved using
the PHOW descriptor (98.3% of recognition ratio). In Table 4 the performance
obtained when the BoF is used with the RL method is presented. The first four
rows present the performance obtained for each of the state definitions intro-
duced in Section 3.1. In this case the best performance corresponds to the BoF
with RL and with the gradient state definition (98.8% of recognition ratio). In
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Fig. 5. Different confusion matrices for ETH database. (left) Using only the PHOW
descriptor (74.81%). (middle) Using L*a™b* state definition (82.2%). (right) Using the
proposed method (83.7%).
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Fig. 6. Some of the objects contained in the COIL database (the whole database con-
tains 100 classes, each class contains 45 images)

order to compare the results with [5], the Table 4 presents in the fifth row the
recognition ratio. Finally, in the last row of the Table 4, the performance of the
proposed strategy is shown; note that in this case it reaches 99.0% of recognition
ratio. The confusion matrices corresponding to three of the examples presented
in Tables 3 and 4 are presented in Fig. 7. In the left side the confusion matrix
using BoF with a single descriptor (PHOW descriptor) is presented; the middle
illustration corresponds to BoF with RL when the best state definition is used
(gradient state definition). Finally, the right side illustration depicts the results
obtained with the proposed approach. Note that in this case since the is a larger
number of objects in the database and the recognition ratios are about 99%, the
confusion matrices are almost a diagonal line.

5 Conclusions and future work

This paper presents a BoF based approach for visual object recognition. We
propose to improve classical BoF by means of the use of a RL strategy for
selecting the best descriptor for each image. Our contribution lies on a novel
method that allows the use of a multi-table strategy in the RL. This multi-table
strategy allows to pick up the best state definition for each image. Experimental
results are obtained using the BoF with the RL with two databases: ETH and
COIL. In the first database, PHOW is the best descriptor and results in a 74.81%
of recognition ratio, the recognition ratios reaches 83.4% using the proposed
method. In the second database, the best single descriptor is also PHOW and
in this case a recognition ratio of 98.3% is reached, however, with the proposed
method it could be also improved up to the 99.0% of recognition ratio. Future



Table 3. Performance of BoF using

Table 4. Performance of BoF with
RL

a single descriptor

State Definition Performance

Desscr?ptor Perfor$ance T b 93.53%
pin 837% Gradient 98.8%
SIFT 92.2%
Entropy 98.6%
SURF 82.27% . .
App. presented in[5] 98.3%
C-SIFT 94.47%
PHOW 98.3% Proposed approach  99.0%
270 (multi-table RL)
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Fig. 7. Different confusion matrices for COIL database. (left) Using only the PHOW
descriptor (98.31%). (middle) Using gradient state definition (98.8%). (right) Using
the proposed method (99.0%).

work will be focused on the combination of descriptors and new state definitions
in order to further improve the performance.
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