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Abstract. Architectural floor plans exhibit a large variability in nota-
tion. Therefore, segmenting and identifying the elements of any kind of
plan becomes a challenging task for approaches based on grouping struc-
tural primitives obtained by vectorization. Recently, a patch-based seg-
mentation method working at pixel level and relying on the construction
of a visual vocabulary has been proposed in [1], showing its adaptability
to different notations by automatically learning the visual appearance of
the elements in each different notation. This paper presents an evolution
of that previous work, after analyzing and testing several alternatives for
each of the different steps of the method: Firstly, an automatic plan-size
normalization process is done. Secondly we evaluate different features to
obtain the description of every patch. Thirdly, we train an SVM clas-
sifier to obtain the category of every patch instead of constructing a
visual vocabulary. These variations of the method have been tested for
wall detection on two datasets of architectural floor plans with differ-
ent notations. After studying in deep each of the steps in the process
pipeline, we are able to find the best system configuration, which highly
outperforms the results on wall segmentation obtained by the original

paper.
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1 Introduction

Floor plan interpretation is an active research topic inside the graphical docu-
ment analysis field. One of the main reasons is that most of the architectural
projects involve the reutilization or modification of previous designs. Therefore,
automatic floor plan interpretation becomes an actual need to be able to reuse
existing designs and retrieve any kind of information of interest. In this direction,
several works exist as those proposed by Dosch et al. [2] — for printed floor plans
— and Juchmes et al. [3] — for sketched floor plans — which aim to construct
the 3D representation of the buildings modeled in the floor plans. The authors
also proposed in [4] a complete interpretation system using a syntactic model to
interpret structurally, hierarchically and semantically this kind of documents.
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However, floor plan interpretation is still a non-solved problem. The non-
existence of a standard notation creates a large variability in building models.
Thus, building entities as walls, doors, rooms, dimensions, areas, etc. are modeled
differently in distinct plans. On top of that, existing floor plan interpretation
approaches are based on vectorizing the images in order to extract the basic
linear components. Interpretation is done by applying a set of rules that permit
to group this basic components into high-level entities (walls, doors, etc.). Thus,
these methods need to completely reformulate the segmentation process to deal
with every different notation. This is the case of the recent approaches presented
by Macé et al. in [5] for room segmentation in floor plans, and Ahmed et al. in
[6] for a complete interpretation of floor plans. Both approaches assume a priori
knowledge of the graphical structure of the walls.

With the aim of solving this problem, the authors proposed in [1] a wall
segmentation approach capable to deal with plans having completely different
notations. This technique, which is a bag-of-patches approach, is based on recent
works on patch-based image segmentation and object localization [7, 8]. A grid of
patches is defined using three different topologies over the learning images. Then,
feature vectors are extracted from every patch and clustered into a codebook.
After that, and using the ground-truth information, a probability of belonging to
each class of objects is assigned to every word. In the testing phase, each patch is
assigned to the nearest word in the dictionary, inheriting the class probabilities of
the word. In order to test it for wall segmentation, this approach is tested in floor
plans with different resolutions and wall notations. As the visual appearance of
every class of objects under each different notation is automatically learned by
the codebook and the probability distribution of patches, the method can be
easily adapted to work with several notations by just providing a set of learning
images.

In this paper we study the impact of introducing some modifications to the
original patch-based detector for walls. Firstly, as floor plans could be found
with different sizes and resolutions, an unsupervised image size normalization
is applied over all the images in the dataset. Secondly, we evaluate different
descriptors extracted from the patches (image pixels, PCA and Blurred Shape
Model [9]) in order to analyze their suitability for different datasets and com-
pare their influence in the global performance of the system. Thirdly, instead of
clustering these feature vectors to build a codebook of patches, we train a Sup-
port Vector Machine classifier that permits to directly classify every patch into
one floor plan object class. These modifications are introduced to the original
method and have been tested over the same two datasets used in [1] in order to
evaluate their benefits and disadvantages. All in all, as a result of this study, the
best system configuration is found, which considerably outperforms the results
obtained by the original approach.

The rest of the paper is organized as follows. In section 2 we describe all the
steps of the proposed approach. Section 3 is devoted to explain the experimental
setup and in section 4 we show the results of the application of the method.
Finally, section 5 concludes the paper.
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2 Methodology

The pipeline of the system is shown in figure 1. First, some standard image
processing techniques are applied. Then, a grid is placed over the image and
some features are extracted for every patch of the grid. In the learning step,
a ground-truth of patch descriptors is used to train a classifier. Finally, in the
testing, input image pixel categorization will rely on patch classification. All
these steps are described in the remainder of this section.

2.1 Image preprocessing

In [1], all the dataset images are first binarized by applying the well-known
approach proposed by Otsu in [10]. Then, textual information is removed using
the text-graphic separation algorithm presented in [11]. In addition to that, in
this paper we propose a new pre-processing step to normalize images in terms
of resolution and line thickness.

Images in a given dataset can be at different resolutions and therefore, the line
thickness can vary from one image to another. This would result in a larger vari-
ability in the visual appearance of the regular patches. To avoid it, an automatic
line-thickness normalization is applied to all documents. This process consists in
creating a histogram accounting for the length of the sequences of consecutive
black pixels in the horizontal direction for each document. The histogram max-
ima corresponds to the thickness of the thinnest lines in the document. Then, all
the images are resized using a bilinear interpolation method in order to achieve
the same line width. Hence, the thickness of the walls becomes similar for all
plans, and thus, the relative size of patches is similar for each floor plan.

2.2 Grid creation

As introduced before, a rigid grid is placed over the images where every cell
defines a regular patch. Each patch allows to capture local redundancy of neigh-
boring pixels which later can be modeled by different description approaches.
We have used two different rigid grid topologies — those that performed better
in [1] — forming squared patches over the images: Non-overlapped regqular grid
and Overlapped regular grid.

Non-overlapped regular grid: This grid is composed of squared non-
overlapped patches directly defined over the image. The main advantage of this
topology is its simplicity and its cheap computation cost. However, since each
pixel of the image belongs to only one patch, final pixel class assignment will
be only affected by its patch label, while sometimes one patch can contain pix-
els from different categories. Moreover final assignment of pixel category will
strongly depend on how patches fall into the image.

Overlapped regular grid: In order to avoid the strong dependence on the
grid location over the image, we have also defined a squared patched grid, but
with overlapping. In this grid, each pixel belongs to several patches according
to the parameter ¢,,, which specifies in pixels, the separation between patch
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neighbor centers. Therefore, final class assignment of a pixel is weighted up
between the class probabilities of all its patches. This process is explained in
section 2.5. The main advantage of this topology is that images are defined by
more patches, thus object boundaries would be better segmented. On the other
hand, for the same reason, pixel-level classification is more costly with respect
to a non-overlapped grid.

2.3 Feature extraction

Once the desired grid is created, a patch-descriptor is calculated to represent
every patch that contains at least one black pixel. Hence, since white patches
are considered as background, they are ruled out in the learning step due to
computational reasons. We have used three patch-descriptors to analyze the
impact of feature extraction in the global performance of the system.

— PID: Pixel Intensity Descriptor: This simple descriptor is formed by
concatenating the raw pixels of the patch in a row-wise manner.

— PCA: Principle Component Analysis: PCA is calculated over the row-
wise vectors of all patches. The 95% of the discriminative information of the
patches is maintained meanwhile the dimensionality is highly reduced.

— BSM: Blurred Shape Model: BSM is a shape descriptor introduced by
Escalera et al. in [9] that has been successfully applied to different graphics
recognition applications. The patch is divided in n x n equal-sized subregions
(BSMreg) where each subregion receives votes from the points in it, and also
from the points in the neighboring subregions. Each point contributes with
a weight according to the distance between the point and the subregion cen-
troid. The final description is a vector formed by concatenating the number
of weighted votes received by each subregion.

Learning

Image Pre- | . Feature Model
: Grid Creation i -
processing Extraction Learning

Image Pre- . > Feature NModel
i Grid Creation - (i
processing Extraction Classification

Fig. 1: Process pipeline
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2.4 Model learning

In [1], a vocabulary of visual words is created by clustering similar patch-
descriptors. Later, the likelihood of each word belonging to every class is learned
from the training-set. Thus, each visual-word in the codebook has a probability
of belonging to each of the classes. In the testing, each patch-descriptor of the
input image is compared with all the words in the codebook and hard-assigned
to the closest one, inheriting its class probabilities defined for such word.
Contrarily, to enhance the system velocity in testing time, which is a criti-
cal issue in [1], here we train support vectors to discriminate between classes.
This process starts by choosing a previously specified number N of labeled in-
stances, selected randomly from the two classes of objects to segment, C' =
{Wall, Background}, N/2 patches for each class. Then, a support vector ma-
chine (SVM) using the LIBSVM [12] implementation with a Gaussian RBF Ker-
nel is trained on the labeled patches. The Radial Basis Function used is defined
as
K (pd;, pd;) = e_'Yde'i_pdeZ’ (1)

where pd; and pd; are patch-descriptors and v € R is a the RBF width param-
eter selected by cross-validation.

2.5 Model classification

The earliest steps in the final classification process — from patch to pixel clas-
sification — are equal to those in the learning phase, as it can be seen in figure
1.

Firstly, every test image is preprocessed as explained in section 2.1. Secondly,
features are extracted from patches in the manner it is described in sections 2.2
and 2.3. Thirdly, each patch-descriptor is classified using the SVM model trained
in the learning phase. Finally, as in [1], final pixel classification will depend on
the grid topology used to describe the input images.

In the case of the non-overlapped grid, every pixel in the image is contained
in a single patch. Thus, pixels are directly categorized with the same label than
their respective patches have obtained by SVM classification.

Distinctively, when an overlapped grid is used, pixels belong to several patches.
Then, the classification of each pixel would depend on the several patches that
contain that pixel, which allows to add contextual information in this process.
Therefore, not only a classification label for each patch is needed, but also a
confidence score for each class. In order to obtain a degree of classification confi-
dence for each input patch, the probability estimation implemented in LIBSVM
is used. In such a way, we can assign to every pixel a definite number of clas-
sification probabilities per object category P(c;|pd), one for each patch pd that
the pixel px belongs to. Then, the final classification of a pixel can be seen as
a combination of classifiers problem. Adapting the Mean Rule presented in the
theoretical framework for combining classifiers proposed by Kittler et al. in [13],
every pixel is finally classified to class ¢; according to:

C(px) = arg max mean(P(¢;|pd)),Vpd | px € pd. (2)
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Fig. 2: Qualitative results for wall segmentation in both datasets. (a) and (c) Plan
examples of Dataset-1 and Dataset-2 respectively. (b) and (d) walls segmented
using the best system configuration for each dataset.

3 Experiments

Even though wall detection is a fundamental process in floor plan interpretation,
it can not be found in the literature any work that gives a quantitative evaluation
of this task. Moreover, the lack of public datasets in architectural drawings
provoke that the performance of our approach could only be compared with our
previous work in [1].

In this section we describe the experimental setup used to evaluate the results
obtained by our approach. Firstly, the datasets used for wall segmentation are
presented. Finally, the evaluation protocol followed to evaluate the performance
of our system is explicated.
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3.1 Floor plan Dataset

In order to evaluate our approach, we use the two datasets used in [1]. Both col-
lections were specifically created to perform wall segmentation and they contain
plans with complete different graphical notations and resolutions. They were
manually labeled for the classes Wall and Background. These datasets will be
made publicly available soon. Actually, they have already been used to perform
floor plan interpretation in [6].

— Dataset-1 is a collection of 90 real architectural floor plan drawings of high
resolution, see figure 2a. Both, interior and exterior walls are modeled by
black lines of different thickness. The dataset is split in two subsets: the
validation-set and test-set. The former contains 30 plans and is used for
parameter validation, e.g. patch-size or number of learning samples, using a
5-fold cross-validation. The test-set contains the rest of the plans, and using
a 10-fold cross-validation is used to evaluate our system.

— Dataset-2 contains 10 real floor plans documents at low-resolution, see fig-
ure 2c. The notation for walls varies whether they are exterior or interior.
Exterior walls are modeled with hatched lines meanwhile interiors are mod-
eled with dotted lines. Our intention is to confirm whether the system is
capable to segment walls in plans with a completely different graphical con-
vention. Due to the small amount of plans in this dataset — only 10 — all the
documents have been used for training and testing following a Leave-One
Out strategy. Moreover, these plans contain images at different resolutions
which allows us to evaluate the performance of the system by introducing
the wall thickness normalization methodology explained in section 2.1.

3.2 Evaluation Protocol

The protocol chosen for evaluating our system is completely the same used in
[1]. We evaluate our method at pixel level but only considering in the score those
pixels which are black in the original binary image, as only black pixels convey
relevant information for segmentation. All the results in the experiments are
expressed using the Jaccard Index JI. This index takes values between 0 and 1
and the higher it is, the better segmentation is performed.

TruePos

JI = . 3
(TruePos + FalsePos + FalseNeg) 3)

4 Results and discussion

In essence, our system is influenced by two general parameters: the grid topology
(GT), and the method used to describe patches (D). In the first case, table 1
shows that overlapping grid behaves better than the non-ovelapped. The main
reason is that using overlapping patches, pixels which belong to wall bound-
aries are better represented and therefore, more respected. Contrarily, using
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Table 1: System behavior regarding grid topology in dataset-2.
| Dataset || GT | Ps | D [Ls|e| a1 |
Dataset-2||Non-overlapped||15x 15|PCA|1000| - | 0.7316
Dataset-2|| Overlapped |[|15x15/PCA|1000| 3 |0.7981

Table 2: System behavior regarding descriptor in dataset-2.
| Dataset [| GT [ PS] D [LS] JI |
Dataset-2||Non-overlapped||15x 15| PID |7500| 0.7206
Dataset-2||Non-overlapped||15x 15| PCA |7500| 0.7316
Dataset-2||Non-overlapped||15x15|B.S Mzg|7500({0.7441

a non-overlapped grid, some boundaries are lost because pixels in these areas
can easily fall into patches which mostly represent background. In the case of
patch-descriptors, table 2 shows the performance of the system using different
approaches to describe patches. BSM, that can be seen as a local blurring of the
image in each patch, describes walls better, and also it can characterize better
high intra-class variability, as it is the case for walls in dataset-2. In addition
to that, as it can be seen in table 3, the proposed image normalization process
improves the global performance of the system because it reduces the large vari-
ability in patch appearance when plans have different resolutions. Lastly,it is
worth saying that the number of subregions selected while using BSM descriptor
(BSMreg), the size of the patches (PS), the number of overlapped pixels (¢,)
in the overlapped-grid, and the SVM learning samples (LS) have been learned
experimentally in the system validation process.

Up to this point, we have proved that the best system configuration includes
the image-size normalization, an overlapping grid and BSM as patch-descriptor.
The next step is to analyze the behavior of the system —in its best configuration—
when different classification strategies are used. With this aim, table 4 shows
the best system performances using SVM classifier (SVM-WD) and vocabulary
based classifier ([1]4+iNorm+BSM). Both methods are compared with the base-
line approach proposed in [1].

According to the results, SVM-WD performs very similar to the baseline
method in both datasets, and closely to the [1]+iNorm+BSM in dataset-1. More-
over, SVM-WD is three times faster in testing-time than using a vocabulary-
based classifier. This yields to consider the use of SVM as a good alternative

Table 3: System behavior regarding image normalization in dataset-2.
[ Dataset I GT [ PS] D JLS] JI |

Dataset-2 Non-overlapped|[15x15|BSMzg|7500| 0.7357

Normalized Dataset-2||Non-overlapped||15x15|BSMsg|7500/0.7441
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Table 4: Best wall-segmentation results for (SVM-WD) and [1] +iNorm+ BSM
using the best system configurations. Both systems are compared with the base-
line approach ([1]). DS is the codebook size used in [1].

| Method | Dataset | GT [ PS | D [ LS [DS][p] JI |
1 Dataset-1|Overlapped| 8x8 | PCA - 11001|4]0.9673
Dataset-2|Overlapped|20x20| PCA - |2000| 5 |0.8241
Dataset-1|Overlapped|15x 15| BSMsg |50000| - | 3 (0.9667

SVM-WD Dataset-2|Overlapped|15x15| BSMzg | 7500 | - | 3 |0.8233

. Dataset-1|Overlapped|10x10| BSMs| - [100|5 [0.9714
(A+iNorm + BSM| 5 s Overlapped|18x 18| BSMig| - |2000] 3 |0.8612

when datasets obey to the same characteristics as dataset-1. On the other hand,
[1]+iNorm+BSM highly outperforms the SVM-WD for the challenging dataset-
2 (from 0.82 to 0.86) and slightly improve the classification in dataset-1. This
concludes that a vocabulary based classifier must be used when performance
is more critical than time, as it is usually the case of floor plan interpretation
methods.

5 Conclusion

This paper presents a notation-invariant method to detect and segment walls in
floor plans. This approach, which is an evolution of the previous wall detector
presented by the authors in [1], is a statistical patch-based detector that escapes
from the traditional structural techniques based on vectorization. For that rea-
son, our method only needs to be retrained for every new notation, instead of
being reformulated as the majority of the state-of-the-art techniques do.

Three different alternatives from our previous work are analyzed. Firstly,
since floor plans can be found at different resolutions, an unsupervised pre-
process to normalize the size of all input images is applied. Secondly, after divid-
ing the images into patches following two different strategies — squared-rigid grid
and overlapped grid —, the influence that different patch-description techniques
have into the global system performance is studied. The patch descriptors tested
are PID, PCA and BSM, being BSM that one that better encapsulates the in-
formation from patches. Finally, patch classification is performed by a Support
Vector Machine. Experiments on two datasets with different notations show that
using these alternatives — an SVM classifier along with image normalization and
BSM features — yields to a very similar accuracy to the baseline approach pre-
sented in [1], but being a big deal faster in testing time. In addition have also
proved that joining the vocabulary-based classification used in [1] with the im-
age normalization and BSM features as presented in this paper leads to the best
configuration of the system, which highly outperforms the results of the original

paper.
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