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Abstract—In this work we present a handwritten word spot-  the problem is formulated holistically as a visual search of
ting approach that takes advantage of the a priori known orde  a given query shape in a larger image. Stated as a retrieva
of appearance of the query words. Given an ordered sequence problem, and depending on the degradation level of images an
of query word instances, the proposed approach performs a  the objective precision and recall, a number of false pasiti
Srduence ha"glr.‘me”t with the words in thhe targe; CO'f'emcmtn'jO”' or true negative responses can be obtained. This level of err
Although the alignment IS quite sparse, I.e. the number of wals 1,5y "he " nacceptable, depending on the functional require-
in the database is higher than the query set, the improvement L . . .
in the overall performance is sensitively higher than isolged ments of the app“.cat.'on' Thgre IS an emerging trend of using
word spotting. As application dataset, we use a collectionfo ~CONtextual/semantic information to improve the perforoen
handwritten marriage licenses taking advantage of the orded ~ Of classical word spotting. Informally speaking, contextu
index pages of family names. word spotting [15] can be described as taking advantage of
the lexical or syntactical structure of the sentence, he. t
position of the query word in a sentence and the words before
or after it (its context). If we integrate the joint probatids of

With the increase of massive digitization of documentsaPpearance of different words, we can overcome the indaidu
residing in historical archives, the extraction of infotina  Misrecognition of one of them. Semantic word spotting [16]
has become a central task among the Document Analysf&nh be seen as a variant where the semantic categories of worc
researchers and practitioners. In many cases, in partioula feinforce the position where they can appear.
historical manuscripts, the full transcription of theseudiments
is extremely difficult due the inherent deficiencies: pooygh
ical preservation, different writing styles, obsoletedaages,
need of knowledge on the domain, etc. In certain application
word spotting has become a popular and efficient alternativ
to full transcription. For example, word spotting is espdygi
useful when the purpose is to retrieve information on peopl
or events in historical or genealogical research from aashi
residing in municipalities or parishes.

I. INTRODUCTION

In complex frameworks, parsing tools allow to analyse the
input according to a pre-defined context structure. In trogky
we exploit a simpler structure referred ssjuential context
gqat can be useful in a certain cases. Some types of docu-
ments, e.g. form-like records (birth, marriage, deathg¢spnt
& repetitive structure in the words within text lines alohg t
pages. According to the presence of such patterns corsistin
of sequences of non-consecutive words, by sequential xionte
we mean the knowledge about the order of appearance of &
The classical flow of a word spotting system starts by acertain set of words, among which is the query. Given this
word segmentation step, although recent contributionpgee assumption, we benefit from the order, searching for theyquer
segmentation free approaches. Then, the extracted image wovord between the preceding and following words according
candidates are represented by a feature descriptor. &itfer to the known sequence. Therefosequential word spotting
types of descriptors have been proposed [1], [2], [3], [4in@ can be defined as an alignment between two sequences
methods describe the word image with a global representatioword images. For highly noisy or distorted query words, the
e.g., gradient, contextual, and convexity features [5], [[B], search within a sequence allows to fix anchor words in the
[8], features based on moments of binary images [9] or featur document (preceding and following), and hence to resthiet t
based on the spatial distribution of shape pixels in a setef p search position.
defined image sub-regions [10]. Finally, a similarity fuoot D .
_ e.g. Dynamic Time Warping (DTW) [11] , Hidden Markov Our proposed approach is mspwgd in previous works where
Models (HMM) [12], [13] or Neural Networks [14] — is used the alignment of text sequences is used to correct errors
to compare the query word with the candidate ones and §€tween different editions of the same book [20], or to align
ranked list is generated as output accordingly. In somescaseCriginal [19] and translated editions [21]. In other casks t

to allow coping with large scale datasets, indexing stiaeg SEMantic information is used to retrieval purposes [16] —
are proposed. words related semantically are given as similar, although t

transcription and the shape of the word is different—. Other
Word spotting inherently involves a high level of degrada-works adapts classical approaches, as Dynamic Time Warping
tion in the images. Hence, instead of recognising the ilgnit t [17] or Hidden Markov Models [18] to align the transcript®n
and searching the query word with an ascii string comparisorof several documents.



As experimental framework, we use thiebre d’ Esposalles
database [27]. It is a collection of books stored in the Barce
Cathedral Archive, containing handwritten marriage lmes
Each book contains the marriage licenses of one or two years.
For each book, there is a separate set of index pages. The
indices list the groom surnames (in some cases, the bride
surnames too) in a pseudo-alphabetical order: the namesapp
in the chronological order of marriage, listed in sections
corresponding to the initial letter. The indices were tfene
written a posteriori. In some cases, by a different writenyna
years later. The indices contain errors and in some cases the
page numbers do not correspond to the actual position of the
surname entries. The objective of sequential word spotting
allows to align the indices with the surnames of the licenses
overcoming wrong pagination and improving the performance
of individual word spotting reinforced with the context.

The rest of the paper is organized as follows. Firstly, in
section Il the approach is explained in deep. Secondly, in
section Il the experiments and results are presented. \&yfin
draw the conclusions in section IV.

II. SEQUENTIAL WORD SPOTTING

Classical Word Spotting approaches are methods widely
accepted to extract the information of Historical Handterit
Documents, but although we can get pretty good results, it
seems that they are reaching their ceiling. A quality leap in
Word Spotting approaches can be achieved by introducing
contextual information. The objective is to use this kindref
formation to improve the results obtained in the classicatdV
Spotting approaches. Concretely, our approach is inspired
time series alignment algorithms [24], [25], [26], to séarc
instances of handwritten words in the same order of a given
input list of words.

Starting with the premise that we havéisi A and a second
list B (longer thanA) of words, and from the premise thatis
included inB (in the same order of appearance), the objective
of Sequential Word Spotting is to spot every word of the list
A in the list B, taking into account the ordered sequence of
these words.

Our approach follows the following steps: given the index
and the licence documents, we first segment the words. Once
the words are extracted, we compute the features for eaath wor
image. Next, the words in the index are aligned with the words
in the marriage licences. A visual scheme of the model is
shown in Figure 1. Next, we describe this process in detail.

A. Preprocessing and Wbrd Segmentation

Since Historical documents can be affected by degrada-
tions, a preprocessing step is applied before segmentindswo
First, the document is binarized, and the margins are rechove
(for further details, see [6]). The page is then segmenttm in
blocks using the approach developed by Cruz et al. [22].¢én th
index pages we select the blocks that contains the surnaimes o
the husband of the marriage license, and removed the blocks
with the page numbers. In the marriage licence pages the page
is segmented in three columns. The left column contains the
surname of the husband of each marriage licence, the central
column is the marriage licence and the right column is the fee
that they paid for the wedding. For the purpose of this work,
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Fig. 1: lllustration of the entire process.
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Fig. 2: lllustrative example of the mapping functigh The mapping function generates some candidates for the qperya;.
From the candidates, the query word is mapped to the wprd Then, the candidates for the query., are generated starting
from the position of the previous mapped wdrd ;, taking into account the similarity to the input query,;.

we select the left column and discard the rest. Once the blockcandidateb; is a possible solution off and therefore it is
are selected, the words are extracted using a projectiatifum  explored to find the optimal solution. Then, for the next inpu
which is smoothed with an Anisotropic Gaussian Filter [23]. instancea;; the instance candidates @ have to appear
after b;. In other words, the instances that appear before the
positionj + 1 are not taken in account. The candidate chosen
L . . . for a; is the b; with the minimum cost. The final cost is the
The objective of this work is to show the importance ., 1ative sum of the distances between thevords with

of using contextual information in classical Word Spotting e corresponding;(;, candidates. A visual illustration of the
approaches. Hence, it is a step in the flowchart that can bﬁ'napping function/ is shown in Figure 2.

easily interchanged by any other descriptor. In this work we
have used several descriptors (described section Il1).eSafm
them are suitable for multi-writer databases and otherg onl
for single-writer ones. In any case, the output of this step i
feature vector describing each selected word.

B. Feature extraction

Ill. EXPERIMENTS AND RESULTS

The experiments have been performed using two vol-
umes of the Marriage Licenses Books from the Cathedral
) ) of Barcelona. TheLlibres d’Esposalles [27] are a set of
C. Sequential Word Spotting 244 books, written between 1451 and 1905, that contain

The objective of Sequential Word Spotting is to find similar information on approximately 550.000 marriages celelorate
instances of words from the list of input queries, but takingover 250 parishes. Each book is written by a different writer

into account the ordered sequence previously established. and is composed of the index and the marriage licenses. Fol
, , the experiments we have used the following two volumes:
Formally, given a sequence of handwritten query words

A = ai,a9,a3,...,a, and a list of target wordsB = e \olume A: Multi-writer. This volume (see Fig.3a) is

b1,b2,bs, ..., by, Wwheren < m and A C B, the alignment is
formulated by a mapping functiofi. Thus, letf be defined as

a mapping function between the words in sequeAde some
words in sequencé3. Hence the mapping = f(i), where
ie€(l,...,n]andj € [1,...,m], represents that; = b;. An
order constraintf(i) < f(i + 1) is imposed in the mapping,

in other words the the words id appear inB following the
same order. The alignment algorithm returns a valid mapping
f(7) wherej =1,...,m with the minimum cost.

The mapping functiory selects the instances &f taking
into account the similarity of the words and the sequencerord
of A. For each input instance;, ther most similar instances

{bfl(i),bfZ(,L‘)7 ceey

from the 17th century. The indices and the marriage
licences were written by a different author. We have
used all the words from the index that begin by the
letter A. Thus, there are 186 words in the indices, and
1302 words in the licenses.

\Volume B: Single-writer. This volume (see Fig. 3b)
is from the 19th century. Both the indices and the
marriage licences are written by the same author. We
have used the words that begin with the leBefThere

are 182 word indices, and 1489 words in the licences.

We have evaluated the performance of the approach com-

bj,...,bsr;} from B are selected. Each paring our method with a classical Word Spotting approach



style.

The metrics used to evaluate the performance of the exper-
iments are:

e Number of True Positives (TP). A TP is considered
when a word of the index is aligned with the correct
license.

e TP TOP 5. Instead of evaluating when the searched
word is returned in the first position of the vector
of (closer) distances, we compute when the word is
returned in the top 5 closer positions of the vector
(TP TOP 5).

e Mean Distance. We evaluate the mean distance (Mean
Dist.) between the computed position and the correct
position of the query. This measures how far is the
license selected compared to the correct position. So,
a small value means that, although the alignment fails,
the position of the returned licence is close to the
correct position. Formally, let; be the word inA
assigned tob; through the mappingf, and b, the
correct instance af; in B (i.e.b;; = a;). The position
distance between the computed position and the right
position is defined agos_dist(j,5') = |7 — j'|. The
mean distance is computed as the average of the
pos_dist of the failed aligned words.

Table | shows the comparison of several single-writer
descriptors in the single-writer volume. It can be seen that
we have outperformed the original word spotting method. In
all cases, the accuracy is increased and the mean distanc
is reduced. Table Il shows the results computed using a
(b) single (nrHOG) and a multi-writer descriptor (attributeBpth
descriptors are evaluated using a single and a multi-writer
dataset. We can observe that we outperform the original word
{ otting method again. The accuracy is increased and the mea
(%)stance is reduced, specially in the case of the singleemri
descriptor over the multi-writer dataset. In such a case, on
may conclude that the alignment in context is more helpful
when the word shapes are dissimilar, and therefore, theeshap
descriptors less reliable.

Fig. 3: Samples of the datasets used in this work:\M@)yme
A: Multi-writer. (b) Volume B: Single-writer. The left column
corresponds to indices, and the right column corresponds
the marriage licenses. We observe in the detail an example
words that belong to the same licence. Notice the handgritin
variability of the word "Basi” in Volume A.

using several descriptors. The proposed descriptors can be IV. CONCLUSION AND FUTURE WORK
categorized in two groups: single-writer and multi-writ€he

first group contains descriptors that obtain very good tesul
in a single-writer scenario, but do not seem robust enoug
for a multi-writer scenario. The Blurred Shape Model (BSM) ¢

descriptor [10] is based on computing the spatial distitiut ¢ e hositives are closer to the searched word. Accordingl

of shape pixels in a set of pre-defined image sub-regiongye have proved that, using the spatial information, which
The Histogram of Oriented Gradients (HOG) descriptor [7],g|5tes thepwords of the doc(‘::]umentslr,J the result of Word Spot-

takes the pixel gradient information as the basis to extrac: ; . . I
features. The approach developed by Rath and Manmatha [zcg ?asggézéches has been improved, specially in multiewrit

uses the sequential information of graphemes to extract the

features and Dynamic Time Warping (DTW) to compute the One of the most difficulties of this work is to spot a
distance between them. The deformable HOG-based descriptspecific instance between a big collection of words. Usually
(nrHOG) [8] is an extension of the HOG descriptor for the a classical Word Spotting approach computes all the similar
specific case of handwriting, combining gradient features a instances to the input query, but in this case we have to find
a flexible and adaptable grid. The second group contains thenly one instance. In classical Word Spotting approactngs, t
work of [29], where an attribute-based approach learns lmow ttask becomes difficult to achieve. Hence we have evaluated th
embed the word images in a more discriminative space, wheiM/ord Spotting results using the top 5. But even in that case,
the similarity between words is independent of the handhgit the results has been improved in all the experiments.

The objective of this work is to demonstrate that contextual
information improves the performance of a classical Word
potting approach. We have proved that, using the ordered
equence of the words, we increase the accuracy and the



[ Descriptor [ TP (Align.) [ Mean Dist. (Align.) [ TP (WS) [ Mean Dist. (WS)[ TP TOP 5 (WS) |
nrHOG 79 (42,47%) 20,47 18 (9,68%) 210,62 51 (27,42%)
BSM 64 (34,41%) 13,52 10 (5,38%) 168,68 27 (14,52%)
HOG 70 (37,63%) 14,32 20 (10,75%) 258,95 40 (21,51%)
DTW 50 (26,88%) 18,31 7 (3,76%) 214,92 25 (13,44%)

TABLE |: Evaluating single-writer descriptors using a diegvriter dataset (Volume B)WS means a classical Word Spotting

approachAlign. means our proposed alignment for word spotting.

[ Volume

Descriptor [ TP (Align.) [ Mean Dist. (Align.) |

TP (WS) [ Mean Dist. (WS) [ TP TOP 5 (WS)

[ |
| [ WHOG__[ 10 (5,49%) | 39,13 [ 2@10% | 68380 | 7 (3.85%) |
| Vol A (multi-writer) | —tpites | 68 (37,36%) | 11,16 | 94.95%) | 23848 | 27 (14.84%) |
| 4 — [ THOG | 60 (32,26%) | 15,74 [ 12 (645%) | __ 254,26 | 31 (16,6/%) |
| Vol B (Snglewriten) | —trpites | 79 (42.479) | 20,47 || 18 (9.65%) | 210,62 | 51 (27.42%) |

TABLE II: Evaluating a single-writer descriptor (nrHOG) éra multi-writer (attributes) descriptor using a single andulti-
writer datasetWS means a classical Word Spotting approaslign. means our proposed alignment for word spotting.

This work has been tested in a specific application andi3]

with small datasets. As future work, we plan to apply this
approach in other kind of structured documents, showing tha
context information can be the quality leap in word spotting!14!
applications.
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