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Abstract

This work aims at the automatic polyp detection by using a model of polyp appearance in the context of the analysis of colonoscopy
videos. Our method consists of three stages: region segmentation, region description and region classification. The performance
of our region segmentation method guarantees that if a polyp is present in the image, it will be exclusively and totally contained
in a single region. The output of the algorithm also defines which regions can be considered as non-informative. We define as
our region descriptor the novel Sector Accumulation-Depth of Valleys Accumulation (SA-DOVA), which provides a necessary but
not sufficient condition for the polyp presence. Finally, we classify our segmented regions according to the maximal values of the
SA-DOVA descriptor. Our preliminary classification results are promising, especially when classifying those parts of the image

that do not contain a polyp inside.
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1. Introduction

Colon cancer’s survival rate depends on the stage in which it
is detected, decreasing from rates higher than 95% in the first
stages to rates lower than 35% in stages IV and V [1]; hence the
importance of detecting it on its early stages by using screening
techniques, such as colonoscopy [2].

Although colonoscopy is considered nowadays as the gold
standard for colon screening there are still open challenges to
overcome, such as the reduction of the miss-rate [3]. During
the last decades there is a trend that consists of developing in-
telligent systems for medical applications. Intelligent systems
are currently being used to assist in other medical interventions.
For instance, there are systems that can interpret medical data
automatically, such as KARDIO [4], which was developed to
interpret electrocardiograms. It is possible to find many exam-
ples of intelligent systems built to assist in cancer detection.
The interested reader can consult some works in the field of
breast cancer detection [5] or prostate cancer detection [6].

Our objective is to add significant value to the colonoscopy
procedure by using methods based on computer vision or artifi-
cial intelligence.In the case of colonoscopy, there is a number of
possible areas where an intelligent system can potentially help
[7]. It is possible to think of an intelligent system that can assist
in the diagnosis procedure, by highlighting parts of the colon
that are likely to contain lesions or polyps as the physician pro-
gresses the instrumental through the patient. There is also a
potential in the use of the information extracted from the anal-
ysis of a colonoscopy video in order to build up systems that
can provide an objective assessment of the physician’s skills.
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By doing so, training programs could be developed without the
cost that a real intervention has. Another possible area of appli-
cation could be to provide a whole description of what appears
on the scene for automatic reporting. Finally, another possible
domain of application could be the extension of the informa-
tion that the colonoscopy intervention provides, by leading to a
development of patient-specific models.

In our case, in the context of developing intelligent systems
for colonoscopy, the main objective is to define a robust model
of polyp appearance. This model can be potentially used to in-
dicate which regions in the image are more likely to contain a
polyp inside, which can be useful for several of the applications
mentioned before. Particularly, our whole processing scheme is
built on the fact that intensity valleys appear to surround polyps
as the light of the colonoscope and the camera are in the same
direction. For this reason, we propose to valley and ridge in-
formation as cue to detect polyps. In our case, our method will
not try to fit a certain model into the images but it will look for
several appearance cues which will guide it.

In this paper we present our work on polyp detection, which
extends the works on the depth of valleys image [8]. Our de-
tection method consists of three stages: region segmentation,
region description and region classification.

We present our first contribution, the region segmentation
stage, in which an input colonoscopy image is segmented into a
minimum number of informative regions, one of these regions
containing the polyp in a complete way. Since all the non-
informative regions are rejected, the size of the problem is re-
duced largely. The concept of informative and non-informative
regions are used here in the context of assuring that no polyp is
inside the given region and, therefore, there will be no need for
further processing [9]. These results can be used later to classify
the informative regions into polyp- vs. non-polyp-containing
candidates.
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Our second contribution consists of the introduction of the
Sector Accumulation-Depth of Valleys Accumulation (SA-
DOVA), which aims to find which points on the image are inte-
rior to objects, which are meant to be delimited by points with
high value in the depth of valleys image. Finally, we classify
the segmented regions into polyp-containing vs. the opposite,
according to their maximum values of the DOVA descriptor.

The structure of the paper is as follows: in Section 2 we in-
troduce previous approaches on polyp detection in colonoscopy
videos. We present in Section 3 the theoretical model on which
we base our polyp detection method, which is presented in Sec-
tion 4. In Section 5 we show our experimental setup along with
polyp detection results. In Section 6 we discuss in depth the
performance of each stage. Finally we finish this paper in Sec-
tion 7 with the main conclusions extracted from our approach
and our proposals for future work.

2. Related work

The main objective of the colonoscopy procedures is to check
the status of the colon of the patient, with the aim to find possi-
ble lesions and cancer polyps on it. The general appearance of
the polyps has been covered widely by medical bibliographic
sources [10]. However, there is a great variability in polyp
appearance in colonoscopy videos, since there are some chal-
lenges that hinder polyp detection, namely: 1) the non-uniform
appearance of polyps (see Figure 1 (a-d)); 2) their shape, flat or
peduncular (Figure 1 (a) and (d)); 3) the effects of image acqui-
sition, such as changes in pose, blurring, occlusions, specular
highlights (Figure 1 (e-g)), and 4) the high similarity between
the tissues inside and outside the polyp, which disables the pos-
sibility of relying only on texture or color cues (Figure 1 (h)),
just to mention a few.

In the case of polyp detection, the great majority of the re-
search approaches that have been carried out is based on the
analysis of features detected in the image. In the context of im-
age processing, features can be defined as singular visual traits,
associated to the visual primitives that constitute an object, such
as edges, corners or lines, among others. The usual procedure is
to use feature detection methods to locate the potential ROIs of
the image and then describe them using one or many feature de-
scriptors. Feature descriptors are commonly divided into [11]:
shape, texture, color and motion. In the case of polyp detec-
tion, the bibliography can be divided into two categories: polyp
detection by means of shape descriptors and polyp detection by
means of texture (and color) descriptors.

e Shape descriptors: In general, polyps present two differ-
ent shapes: flat (Figure 1 (a)) or peduncular (Figure 1
(d)), but the way polyps appear in images makes difficult
a simple polyp detection by means of finding their general
shape directly. Since pose, size and appearance of polyps
vary largely, many of the approaches try to find polyps
by means of detecting parts of the image that may indi-
cate their presence. Shape-based approaches can also be
divided into two groups: detection by ellipse-fitting and

detection by means of curvature. In the former, the dif-
ficulty relies on fitting ellipses in partially complete con-
tours [12]. In the latter, the use of curvature-based mea-
sures is used to aid polyp detection, as can be seen in
[13], where several measures are defined to analyze the
local shapes in the colon walls. However the authors point
out one of the big problems when using contour-based in-
formation, the incompleteness of the boundaries detected,
which has an impact in the performance. Other approaches
[14] use curvature to measure the protrudedness of a can-
didate object by means of second principal curvature flow.

o Texture and color descriptors: One option referred in the
field of texture descriptors for polyp detection is the use
of wavelets, either using features extracted from both ap-
proximating and detail coefficients [15] or by combining
wavelets with other types of feature descriptors, such as
local binary patterns or co-ocurrence matrices [16], [17].
The characterization of the local texture information for a
given pixel and its neighborhood has been shown to pro-
vide a different solution in this field, since statistics ex-
tracted from all texture units over the image can reveal
global texture aspects [18].

o MPEG-7 descriptors: MPEG-7 shape and texture descrip-
tors have also been used for polyp detection [19]. A
region-based shape descriptor using moments is presented.
Related to texture descriptors, homogeneous texture and
local edge histogram are introduced and, in the sub-field of
color descriptors, methods such as dominant color, scal-
able color or color structure are presented (see [11] for a
further explanation of them).

In Table 1 we can see a summary of the main characteris-
tics of recent approaches for polyp detection, some of which
have been introduced above. Unfortunately, it is very difficult
to make a comparison between them, due to the fact that there is
no common local database where to test the different methods.
Therefore, we could only compare different methods in terms
of certain measures, such as precision or recall, always taking
into account that these measures will have been calculated for
a specific dataset. Our approach could be enclosed in the sub-
group of Shape descriptors, although in this case we aim at a
more general solution, based on a theoretical model of a polyp
that is valid for both flat and peduncular polyps.

3. A theoretical model for polyp appearance

3.1. Illumination

In order to define model of appearance for polyps in
colonoscopy videos, we need both an a priori model about the
polyp and a model of the illumination. For the sake of simplic-
ity let us consider a polyp as a semi-spherical shape protruding
from the colon wall plane. We will also consider that the polyp
surface is regular and that its reflectance can be approximated
by the Phong’s illumination model [22]. The colonoscope it-
self is modeled by a pinhole camera and a punctual illumina-
tion source placed in the same position. Figure 2 (a) shows a
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Figure 1: Challenges in polyp detection: (a-d) non uniform appearance; (e) partial (lateral) views; (f) blurred images; (g) specular highlights, and (h) uniform texture

and color inside and outside the polyp.

nthor Group Method

Datas

Krishnan et al. Shape Edge detection to extract contours. | - 2 normal and 4 abnormal images [20]
Curvature
Hwang et al. Shape Ellipse fitting. Curvature - 27 polyp shots [12]
van Wijk et al. Shape Amount of protrudness. Curvature 5 measures (MaxIntChange, 84 studies, 168 scans, 108 polyp shots [14]
LongAxis, ShortAxis, MinHU,
MaxHU), distances
Dhandra et al. Shape Segmentation of color images followed - 50 normal and 50 abnormal images [21]
by watersheds
Zhu et al. Shape Curvature-based shape measures By segmentation results 1 phantom image and 1 colon patient [13]
Coimbra et al. Shape  and MPEG-7 descriptors: (Shape) Region- Mean of descriptor values for | Blood (832 images from 17 events), ulcers [19]
Texture based shape descriptor (texture) homo- each event group (400 images from 21 events), polyps (899 im-
geneous texture, local edge histogram ages from 31 events), and normal (55000 im-
(color) dominant color, scalable color, ages from an entire uneventful exam) images
color structure.
Karkanis et al. Texture Wavelets applied in different color | LDA 5 different videos [17]
spaces (CWC features)
Lietal. Texture Division of image in patches. Mean Support Vector Classifiers 46 colonoscopic images with multiple cate- [15]
and standard deviation of DWT coeffi- gories of abnormal regions and 12 normal
cients
Tjoa et al. Texture Measures extracted from texture spec- Helped by PCA, Nearest Neigh- 12 normal and 54 abnormal images [18]
tra in chromatic and achromatic do- bor
main. Texture units
Ameling et al. Texture Local binary patterns (also in oppo- SVM 4 videos [16]
nent color space) and grey-level co-
ocurrence matrices.

Table 1: Summary of texture descriptor-based methods for polyp detection.

schematic representation of this scenario. Under such assump-
tions, the image provided following these approaches is calcu-
lated as:

I =1,% K+ far # I, % [Kqg % cos0+ W() = cos"a], (1)

where [ is the light reflected by the surface towards the camera,
I, is the ambient intensity, Ka is the ambient reflection con-
stant, fu; is the attenuation factor, 7, is the punctual intensity,
K, is the diffuse reflection coeflicient, 6 the angle between the
surface normal and the illumination source, W(6) is the fraction

of light reflected in a specular way, « is the angle between the
surface normal and the camera, and n modulates the decay in
the specular reflection. This model is implemented with a set
of arbitrary values for the sake of visualization in Figure 2 (b)
and (c), which show a rendering of a synthetic polyp for tilt
angles of @ = 0° and @ = 60°. In this scenario, sharp edges,
gradual shading and specular reflections are created (these same
elements can be visualized in the real example of Figure 2 (d)).

3.2. Polyp characterization

The characterization of the polyp is obtained through the
shadings, related to valleys in the intensity image. Hence, the
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Figure 2: Model of appearance and illumination of polyps: (a) Scheme of an illuminated prominent surface; (b) and (c) synthetic model rendering for O and 60

degrees. (d) a real example.

detection of polyps must be linked to the identification of val-
leys. However, due the different points of view of the colono-
scope, and the potential presence of occlusions, it is not guar-
anteed that the polyp is fully surrounded by strong valleys in all
directions. Our proposal deals with these situations by integrat-
ing the valley information as an accumulation operator in the
following way:

=21
Acc(x) = f max  V(x + r * (cos(a), sin(@))) da, (2)
=0  TE€[Rmin.Ryax

where V is the valley image, x represents the coordinates of
pixel in the image, R, and R, define the area in which the
valleys are searched, and @ allows the angular integration of the
maximum values in all directions. Acc will be large when the
structure presents strong valleys in all directions. However, the
presence of multiple valleys in the same angle will not affect
the value of Acc. Because of that, weak valleys coming from
thin vessels or wrinkles will not be computed at a given angular
orientation, and only the strong valleys associated to the polyp
would tend to provide high outputs. It is important to notice that
the ring structure defined by R, and R,,,, provides invariance
to rotation. Defined in this way, this approach will perform well

in circular or elliptical patterns, but the Acc operator will not be
linked to any particular shape, as long as a substantial amount
of (strong) valleys reside under the ring. This property makes
Acc is robust to occlusions and potential lack of information for
a number of directions. Acc can be digitally implemented in an
efficient way as the sum of the valley maxima that are found in
the sectors by following the SA-DOVA approach described in
Section 4.2.

3.3. Depth of valleys image

As mentioned above, we base our whole processing scheme
on the evidence of valley information surrounding polyps. The
idea behind the depth of valleys image is to complement the in-
formation that a valley detector provides with the morpholog-
ical gradient in order to achieve a method that enhances both
valley and contour information. The rationale of this approach
is that in certain type of views -in general, in lateral views- we
do not have a whole valley surrounding the polyp, but still non-
connected edges are available in these cases.

Ridges and valleys in n-dimensional images are commonly
identified as loci of minimum gradient magnitude along the re-
lief’s level curves [23]. If [4;| > ... > |4,| are the eigenvalues of
VVL and vy, ..., v4 their corresponding eigenvectors, then a nD
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Figure 3: Example of the calculation of a depth of valleys image.

crease (1 < n < d) is characterized as:

Vielsey VL-vi=0, 3)
where L is the scale-space representation of the image intensity,
obtained by convolving the image with a gaussian function and
I is the image. Considering this, we can state that if 4; < 0 we
have a ridge, and if A; > 0, a valley.

In 2D, ridges/valleys can be also identified as positive max-
ima/negative minima of the curvature of the relief’s level
curves. Maxima are connected from one level to the next there-
fore constituting a subset of the vertex curves. As shown in Fig-
ure 3, the output of a ridges and valley detector applied in one
of our target images informs us about where valleys are in the
image but not about their intensity. The results of these detec-
tors are also affected by the presence of reflections or artifacts
in the image.

In order to obtain information about the intensity of the val-
leys the morphological gradient can be used. The morpholog-
ical gradient is defined as the difference between the dilation
and the erosion of a given image [24] and it gives as output an
image where each pixel value indicates the contrast in intensity
in the close neighborhood of that pixel.

As shown in Figure 3, the depth of valleys image (normal-
ized in grey level for a proper visualization) is achieved through
the pixel-wise multiplication of the ridges/valleys detector and
morphological gradient. In the points where we have a valley
(marked as a green line) and the morphological gradient value
is high the result is high value of the depth of valleys image.

Conversely, in the points where there exist a valley but the mor-
phological gradient is low (or vice versa) the depth of valley
will not result in a maximal value. The orange line surrounds an
area with no local features, and the yellow circles surround the
frontal reflections with a typical saturation pattern. The mathe-
matical representation for this definition of the depth of valleys
image is as follows:

vi,jel DV(,j) =V, j) - MG, )), “)
where DV stands for the depth of valleys image, V for the out-
put of the ridges and valleys detector and MG for the morpho-
logical gradient image, both normalized to unit. Formulated
in this way, the depth of valleys image has higher values in the
points that constitute the relevant valleys of the image and lower
to points inside the object surrounded by the valley.

It must be noticed that in order to calculate the morphological
gradient, the ridge and valley extractor needs two parameters to
be set in correspondence to the size of the structural element
(sd) [23]. These parameters are the differentiation scale o; and
the integration scale o;. In our case, the structural element is
a disk. More precisely, o; should span the same size as sd in
order to work in the same scale. If this does not happen, maxi-
mal points of the ridge and valley extractor could be located in
places where the morphological gradient is not maximal, and
therefore the desirable properties of the resulting depth of val-
leys image would be lost.



4. Methodology

4.1. Region segmentation

The general scheme of the segmentation algorithm consists
of 4 different stages which will be described next (see Figure 4
for a graphical scheme).

Region Merging

(“input N\ | image _{ Image i Depth of
image | ¢ s

il valleys-based I Image

Figure 4: Scheme of the Segmentation Algorithm.

1. Image Preprocessing: Before applying any segmentation

algorithm there are some operations that should be done:
1) converting the image into grey-scale; 2) de-interleaving
(as our images come from a high definition interleaved
video source); 3) correction of the specular highlights, and
4) inverting the grey-scale image.
To correct the specular highlights we do the following:
1) Detect the location of the specular highlights by using
an intensity threshold (Figure 5 (b)); 2) starting from the
boundary points of the specular highlights, we substitute
their original pixel value by the mean of the non-specular
highlights neighbor pixels (Figure 5 (c¢)), and 3) smooth
the area where the correction has been applied (Figure 5
(d)). This correction of the specular highlights is crucial
because their appearance, motivated as a result of having
frontal illumination, can modify the performance of cer-
tain algorithms, for instance the valleys detector.

(a) (b)

© (d)

Figure 5: Correction of specular highlights: (a) Original image; (b) location of
the specular highlights; (c) correction of the specular highlights, and (d) final
corrected image.

. Image Segmentation: We apply watersheds to the gradi-

ent image. The rationale of this choice is underpinned by
the empirical evidence that the boundaries between the re-
gions obtained in such a way are closer to the boundaries
that separate the different structures [9] (an example of this
can be seen in Figure 6).

() (b)

Figure 6: Use of gradient information: (a) Original Image; (b) segmentation
using grey level image, and (c) segmentation using gradient image .

3. Region Merging:

The output of the first segmentation will yield a high num-
ber of regions that should be merged in order to fulfill our
objective of providing the minimum number of relevant
regions.

a) Region information-based: We first calculate the neigh-
borhood map of the image and identify the frontier pixels
between each pair of regions and then categorize the re-
gions and frontiers, in terms of the amount of information
that they contain. For instance, a low information region
will have a very high mean (or very low) grey level and
very low standard deviation of this grey level. We will
only merge regions with the same kind of information sep-
arated by weak frontiers. In this case, in order to consider
a frontier as weak we propose a frontier weakness measure
as defined in Equation 5.

FrontierWeakness = a = gradient + 3 = median  (5)

This measure combines the information of the mean gra-
dient at the frontier pixels and the strength of the frontiers
(weighted by alpha), taking into account the frontiers that
are kept after applying a two consecutive order-increasing
median filtering (weighted by beta), in order to reach a
balanced compromise between both components [7]. The
filtering also boosts the removing of regions created by
veins. We merge and categorize regions until their number
is stabilized or there are no weak frontiers left.

b) Depth of valleys-based.: In this point we use information
from the depth of valleys images (see Figure 7), in order
to merge regions with frontiers constituted by pixels with
low value in the DV image. We merge regions until there
are no weak frontiers according to a threshold on the DV
value. This new parameter allows the rejection of non-
desired structures such as vessels or wrinkles, which have
a marginal DV value inherent to them. Finally, the region
merging ends when the number of regions is stabilized.

4.2. Region description
Once introduced the depth of valleys concept we present an
algorithm that performs object identification from a depth of
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Figure 7: Creation of the depth of valleys image: (a) Original image; (b) mor-
phological gradient image; (c) valleys image, and (d) depth of valleys image.

valleys image. The basis of the descriptor is that any point in-
side an object should be enclosed by a boundary, which will be
constituted by points with high value in the DV image. There-
fore, the goal of our Sector Accumulation-Depth Of Valleys Ac-
cumulation descriptor (SA-DOVA) is to decide which points in
the image are more likely to be inside an object (in our case, a
polyp) by accumulating the depth of valleys information from
the boundaries that surround it. SA-DOVA uses the information
that the DV image provides to guide the accumulation process
but, in this case, we are not searching for elliptical boundaries
but for more general shapes. SA-DOVA algorithm consists of
the following steps:

1. Choice of the starting point: We accumulate information
from the DV image for every pixel position.

2. Obtaining the array of sectors: In order to accumulate val-
ues from the DV image, an array of sectors centered in
each pixel position is built. This structure has 3 associ-
ated parameters, the impact of which will be focus of a
deep analysis in the results section. These parameters are:
1) The number of sectors, 2) the minimum radius, and 3)
the maximum radius. The circular shape of the detector
provides invariance to rotation, which is mandatory in the
case of polyp detection. The number of segments is linked
to the definition of structures to be detected, and minimum
and maximum radii are associated to an implicit scale fac-
tor in which the detector provides optimal results.

3. Accumulation: Accumulation process in SA-DOVA is
done in order to implement the operator defined in Equa-
tion 2. For each sector of the array we will accumulate,
in each pixel position, the value of the maxima of the DV
image that falls under it. This process can be performed in
an efficient way for all the pixels in the image by approx-
imating the acquisition of the maxima to a dilation opera-

tion, using each sector as the structural element, and then
adding up all the contributions from each partial dilation.

The way this algorithm works can be better understood by
following a graphical example, as shown in Figure 8. We start
with the original image and we calculate the DV image (see
Figure 8 (b)). Once this is done, we start with the accumulation
method. The sectors that guide the accumulation process are
previously calculated (in order to save computation time) so we
can directly apply them to calculate the accumulation image. In
Figure 8 (c) we can see in yellow the area that each different
sector covers (in this case, in order to enhance the understand-
ing of the algorithm, we only plotted one third of the sectors).
We can also see how, for each sector, there are some pixels that
are painted in blue. This represents the value of the DV image
that will be accumulated in each point. We can see in Figure 8
(d) our resulting accumulation image, where brighter areas cor-
respond to higher values in the accumulation image. Finally,
our region classification stage is based on the maxima of the
SA-DOVA descriptor to each segmented region.

Figure 8: Explanation of SA-DOVA algorithm: (a) Original image; (b) depth
of valleys image; (c) sector accumulation, and (d) final accumulated image.

5. Experimental results

5.1. Database

We built a database from our data in order to test the perfor-
mance of our segmentation and description methods. In Table
2 we present the key data of our database: length, number of
frames and polyp shape (flat or peduncular).

We were provided with 15 random cases, in which the ex-
perts (physicians) annotated all the sequences showing polyps,
and a random sample of 20 frames per sequence was obtained,
with frame size of 500 x 574 pixels. The central portion of
the images was cropped in order to reject the non functional



Video 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Length (mm:sec) 1:02 1:30 1:07 1:05 1:15 1:09 0:54 2:44 1:05 2:36 0:37 1:21 0:36 0:43 0:35
Frames 1570 | 2252 1679 1648 1885 1773 1361 4121 1639 | 3912 947 2038 923 1097 879
Shape Flat Flat Flat Peduncular Flat Peduncular | Peduncular Flat Flat Flat Flat Flat Flat Flat Peduncular

Table 2: Database description.

black borders. The experts guaranteed that all these 20 frames
showed a significantly different point of view within the scene
by rejecting similar frames. As this work is focused on test-
ing the validity of our model of polyp appearance, our database
consists only of frames which contains a polyp. In Figure 9
the reader can observe the great variability between the differ-
ent types of polyp appearance along the different videos. This
allows us to maximize the variability of the images used, while
not jeopardizing any bias.

(e) video 5

(f) video 6

(g) video 7

(h) video 8

(j) video 10 (k) video 11 (1) video 12
(m) video 13 (n) video 14 (o) video 15

Figure 9: Examples of the type of polyp present in each colonoscopy video.
Polyps are surrounded by a blue contour.

As it will be mentioned in the classification results, up to
our knowledge, there exists no common database currently that
can be used to test the performance of the different meth-
ods. Thus, each author has to build up their own database.
This can hinder any comparative analysis because, although
we can rely on common measures such as precision or re-
call, the data will be obtained using images from different
databases. Taking this into account, our aim was to create a
database, in our case consisting of 300 different images, which
can cover as many types of polyp appearances as possible. Our
database is available in our webs site through the following link:
http://mv.cvc.uab.es/projects/colon-qa/cvccolondb [25].

5.2. Segmentation results

5.2.1. Experimental setup

In order to test the performance of our segmentation algo-
rithm we run a series of experiments on the database images.
We evaluate the performance of our method by using two dif-
ferent measures: Annotated Area Covered (AAC) (Eq. ?? and
Dice Similarity Coefficient (DICE) (Eq. ?? [26]. Both mea-
sures are complementary as the former calculates the amount
of annotated polyp area while the latter complements it with the
amount of non-polyp information that is kept in the region. We
can see in Figure 10 two different segmentation results that can
help to understand the decision about using these two concrete
measures. The segmentation results for the first image (Figure
10 (a-c)) is be very good in AAC but bad in terms of DICE,
since the region that contains the polyp also contains lots of
non-polyp information. In the other hand, segmentation results
for the second image (Figure 10 (d-f)) may be a little worse in
terms of accuracy but the final polyp region will contain more
polyp than non-polyp information.

We compare our final segmentation results with related tech-
niques such as normalized cuts [27] and turbo pixels [28]. To do
so we set the number of final regions that we have to obtain to
the minimum number of final regions that we obtained with our
method that gives us best results in terms of AAC and DICE.
The objective of these experiments is to check the incidence
that the depth of valleys threshold has in the number of final
regions and in the performance of the segmentation method.

5.2.2. Experimental Results

For this experiment we used threshold values from 0.55 to
0.8, considering that the maxima of the depth of valleys image
is normalized to 1. As can be seen in Table 3 there is a clear
relation between the number of final regions and the depth of
valleys threshold: the higher the threshold is, the fewer the fi-
nal regions are. The reason behind these results is that, by in-
creasing the threshold value, more boundaries are considered as
weak, and therefore we have more candidates to be merged.
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Figure 10: Examples of AAC and DICE results: (a) and (d) Original image; (b)
and (e) polyp masks (the polyp is shown in white), and (c) and (f) segmentation
results.
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Depth of valleys threshold 0.55 0.6 | 0.65 0.7 0.75 0.8
Mean number of regions 29 26 23 20 18 15
Maximum number of regions 96 84 74 68 66 58
Minimum number of regions 4 3 2 2 2 2

Table 3: Number of final regions related to the depth of valleys threshold.

In Table 4 we show results for polyp region detection com-
paring the performance of our method, with the performance
achieved by normalized cuts and turbo pixels (with the same
number of final regions). In this case we only considered 3
depth of valleys threshold values: 0.6, 0.7 and 0.8. We get
better results than normalized cuts and turbo pixels in terms
of AAC and DICE. This means that our regions which contain
polyps have more polyp information than the ones that normal-
ized cuts and turbo pixels, and they better define the real polyp
region. The reason why the performances of these two meth-
ods are worse than the one achieved by our method is that both
methods are aimed to offer as output a certain number of re-
gions that are more or less uniform in size while in our case,
the final regions can be of any size.

It may seem that segmentation results improve, if we only
take into account the AAC measure, as we increase the thresh-
old value. But, as we mentioned before, this has an effect in a
decrease in the number of final regions (with the possible loss
of some contours). We can see from Table 4 that this is indeed
the case, because AAC results do improve at the expense of de-
creasing DICE results. Hence, we are getting a lower number
of regions, that are bigger and contain more non-polyp infor-
mation than the regions obtained with a lower threshold value.

We can also see in Figure 11 the effect of the depth of val-
leys threshold on the performance of each different method.
Our method performs equal or better than the two alternatives
presented for each of the threshold values presented, although
DICE results are not good for any of the methods when the
threshold value is set to a higher value.

In Figure 12 we can see examples of each method’s output.
It can be seen that the images segmented with our method (see
Figure 12 (c)) fit better the polyp mask (that was segmented by

experts). It can be also seen that the regions that our method
provides can have a different size whereas the regions that both
normalized cuts and turbo pixels generate are more uniform in
size. We can see also that our results could be improved by
merging some little regions that appear inside the polyp region
(Figure 12 (c), third row).

5.3. SA-DOVA descriptors results

The purpose of this subsection is to analyze the performance
of SA-DOVA description method once it is applied to our
database images. SA-DOVA algorithm needs five different pa-
rameter values:

1. Differentiation sigma: Parameter of the ridges and valleys
detector [23] used to create the DV image.

2. Integration sigma: Parameter of the ridges and valleys de-
tector. It has to be equal to the size of the structural ele-
ment used to calculate the morphological gradient.

3. Radius I: Minor radius of the sector.

4. Radius 2: Major radius of the sector.

5. Number of sectors: Number of sectors used to guide the
accumulation method.

We fixed 3 possible values for each parameter, which are
shown in Table 5. In this case we have, for each image, 243
combination of parameters. We group nearby high accumu-
lation points via morphological dilation in order to constitute
accumulation blobs. We present in Figure 13 a summary of the
True Positives (TP), False Positives (FP) and False Negatives
(FN) results, as there is no point on using here the True Neg-
ative (TN) measure since the number of non-polyp pixels out-
numbers the number of polyp pixels (in this case a TP means
that our accumulation blob falls into the polyp mask, and it has
to be noticed that we may have more than one accumulation
blob per image).

The best results for each measure can be consulted at Table
6. By a general observation of the results obtained by apply-
ing SA-DOVA accumulation method, we observe that our best
precision results are above 54% and our best recall results are
above 72%. The reason for the low precision results is that
we have a relatively high number of FP, which is not bad for
our purpose. We prefer, taking into account the scope of our
method, to have a certain number of FP rather than having a
high number of FN, which will indicate that we are losing a
great number of polyps.

We can see how this method works in Figure 13. An exam-
ple of good performance of SA-DOVA can be seen in Figure
13 (a), where the method places all the maxima of accumula-
tion inside the polyp region and also places the maxima of all
the accumulation points in the center of the polyp. It is true
that SA-DOVA does not perform well in some cases, as can be
seen in Figure 13 (b) where non-polyp structures of the image
such as wrinkles or blood vessels makes the accumulation sys-
tem perform in an undesired way. In general, the system shows
a good balance of TP and FP results and SA-DOVA performs
well, in terms of discriminative power, for a great majority of
the images.



Measure / Method | Ours | NCuts | TurboP [ Ours | NCuts | TurboP | Ours [ NCuts | TurboP
Threshold Value 0.6 0.7 0.8

AAC 61.91% | 63.66% | 63.65% | 70.29% | 69.06% | 692% | 75.79% | 70.86% | 71.98%
DICE 5533% | 4497% | 4598% | 44.6% | 37.75% | 38.04% | 36.44% | 34.01% | 34.66%

Table 4: Comparison between the results obtained by our method, Normalized Cuts and TurboPixels with respect to the depth of valleys threshold.
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Figure 11: Comparison of segmentation results: (a) AAC results, and (b) DICE results.
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Figure 12: Comparison of segmentation results: (a) Original images; (b) polyp masks; (c) our method’s output; (d) normalized cuts’ output, and (e) turbo pixels’
output.
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(b)

Figure 13: Successful (a) and unsuccessful (b) SA-DOVA results: Right im-
age zooms on the ROI showing TP in green, FP in red and the position of the
maxima of accumulation marked by a blue square. The blue line bounds the

polyp.

In order to measure, as a first approximation, the discrimi-
native power of SA-DOVA we performed the following experi-
ment: we counted, for each combination of parameters, in how
many images we place the maxima of the accumulation method
inside the labeled polyp region. Results of this experiment are
shown in Figure 14. By doing so, we can assess if our method
is suitable for polyp detection and, therefore, applicable later in
the classification stage.

Figure 14: SA-DOVA results related to the placement of the maxima of accu-
mulation.

As can be seen in Figure 14, SA-DOVA, in the worst of the
experiments, places the maxima in 164 images and in the best
experiment, in 252 out of all the 300 images of our database.
While the performance of SA-DOVA in classification purposes
will be discussed in the next subsection, the preliminary results
shows that where SA-DOVA places the maxima of accumula-
tion, there is a great chance that is inside the polyp.

11

Parameter Values
Differentiation sigma [2,4,8]
Integration sigma [4,8,10]
Rad 1 [30, 40, 50]
Rad 2 [80, 100, 120]

Number of sectors [60, 120, 180]

Table 5: Parameters of SA-DOVA.

Measure Value Diff. ¢ | Int. o Minr Maxr | Sectors
TP 215 4 4 30 120 120
FP 241 2 10 50 30 60
FN 85 4 4 30 120 120

Prec 47.14% 4 4 30 120 60
Recall 71.66% 4 10 50 30 60

Table 6: Best results for SA-DOVA.

Finally, in order to end this comparison, it is important to
know how much processing time SA-DOVA takes which is
shown inin Table 7. SA-DOVA takes 19 seconds to calculate
the accumulation values for each image. This can be achieved
because SA-DOVA algorithm can be applied to the whole im-
age at once as we are using the dilation operation to approx-
imate the maxima accumulation. The SA-DOVA method has
an inherent computational complexity O(n) with the number of
sectors and its parallelization is straightforward when using the
efficient dilation proposed for the structural elements. These
results were obtained by a PC with an Intel-i7-930 quad-core
processor and 12 GB of memory, using Matlab scripts for the
software implementations.

Number of experiments 72900
Mean processing time per experiment (mins) 76.95
Mean processing time per image (secs) 19

Table 7: Processing time results.

5.4. Polyp detection results

The region segmentation and description stages of our pro-
cessing scheme have been detailed in previous subsections. In
this subsection we present our polyp detection results, obtained
by applying a classification criteria by means of our SA-DOVA
descriptor, which is applied to every segmented region. Before
showing our detection results, we will introduce the concepts
that we will later use to explain and analyze our classification
results.

54.1. Experimental setup

In order to test the performance of our whole processing
scheme, we will apply our whole method to all the 300 im-
ages from our database. In this case, we will use in the region
segmentation the combination of parameters that gave better re-
sults in terms of both AAC and DICE. We will show results of
applying SA-DOVA to those segmented regions.

In our images, non-polyp pixels outnumber polyp pixels and,
therefore, non-polyp regions outnumber polyp regions. In this
case, the number of TP and FN in the [0, 300] range whereas
the number of FP and TN will be higher. In order to show how



our method performs in a region-based scenario or in a polyp
detection scenario, we will consider two different sets of results:

1. Region-based results: For each image, we will classify
each region into polyp containing or not, according to the
value of the maximum of the DOVA descriptor for this re-
gion. In order to measure the performance of our method
we will count, for each image, the number of TP, FP, TN
and FN regions.

. Frame-based results: For each image we will have only
two regions: the one that the system predicted the polyp to
be inside (according to the value of the DOVA descriptor)
and the region where the system did not predict polyp. In
this case all TP, FP, TN and FN values will be in the range
of [0, 300] as there is only one polyp region in each one of
our database images.

In order to measure the performance of our detection method
we will use the following measures: 1) Precision (6); 2) re-
call (7); 3) accuracy (8); 4) specificity (9); 5) fallout (10); 6)
F2measure (11) and 7) Area Under Curve (AUC).

TP
Precision = ———; (6)
TP+ FP
TP
Recall = ———; @)
TP+ FN
TP+TN
Accuracy = 5 (3)
TP+FP+TN+FN
TN
S pecificity = ————; 9
pecificity TN+ FP )
FP
Fallout = ———;, (10)
FP+TN
TP
F2measure = 5 (11

'S5.TP+4 FN+FP

In our context, precision will measure how good we are at
defining what is a polyp region, whereas recall will denote if
some relevant results were missed -in this case, if the system
missed polyp regions-. For our concrete case precision and re-
call appear to be good indicators of the performance of our sys-
tem and we will use a complementary measure, F2measure, that
combines their values into an only measure [29]. F2measure
can be relevant in our case, as it enhances the recall value,
which is crucial for our interests, i.e., it is more important for
our objective that we get a very low number of false negatives
than the number of false positives. Finally we will also show
performance results by means of ROC curves and Precision-
Recall curves.

54.2. Experimental results

We present in the central column of Table 8 the global results
for the best combination of parameters. We get high values
for both precision, recall and F2measure. That is, our global
processing scheme performs well when detecting both what is
a polyp and what is not a polyp in the image. We get a very low
number of FN, which, as it will be later exposed, are due to the
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Measure | Region-based | Frame-based

Precision 89% 88%
Recall 89% 89%
Accuracy 97% 89%
Specificity 98% 88%
F2measure 0.89 0.89
TP 265 265

FP 31 35
TN 2262 269

FN 35 31

Table 8: Comparison between results obtained by using the two defined criteria:
Region-based and Frame-based.

presence of elements in the scene that can alter the performance
of our depth of valleys approximation.

In order to complete this analysis, we plot in Figure 15 and
in Figure 16 several graphs to find out which of the five param-
eters have more relevance, showing that in some cases the vari-
ation of the parameters values does not affect significatively the
results. A number of interesting conclusions can be extracted
from this analysis:

e TP results are better when both differentiation and integra-
tion sigma are equal, and improve as the size of both radius
increases.

e FP results are better as both radius increases and appear to
improve as the differentiation sigma is bigger.

e TN improve as the differentiation sigma increases and are
more stable as the integration sigma is increased. TN re-
sults are better the less the difference between radius val-
ues.

e FN results improve as differentiation sigma and both ra-
dius decrease their values.

e Precision results increases as the differentiation sigma in-
creases. Recall results also improves as differentiation
sigma increases. This results on an slight increase in the
F2measure value for middle values of both differentiation
and integration sigmas.

e Accuracy and specificity results appear to vary little, due
to the great difference in the number of TP and FN com-
pared to the number of FP and TN.

Comparison of SA-DOVA results with different classification se-
tups

The second column of Table 8 we shows the results for
the frame-based approach. The main difference between both
methods relies on the fact that with the second criteria we have
a lower number of true negatives. This is because, for each im-
age, we will only have two regions so there will be only one TP
or FP and only one TN or FN per image. In general the per-
formance results are very similar and, as it can be expected, the
number of TN has greatly decreased.
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Figure 15: SA-DOVA results related to the parameters values. Red vertical lines bound the experiments for each of the 3 possible values of the studied parameter,
while changing the remaining four parameters. (a) TP; (b) FP; (¢) TN and (d) FN.

We have also shown detection results by using a binary clas-
sification criteria based on the maxima of the DOVA descriptor,
i.e., the threshold value used to determine if a region contains a
polyp or not is the maxima of the SA-DOVA descriptor for the
concrete image. But in order to further study the performance of
our detection scheme we set up experiments where this thresh-
old value can vary from O to the maxima of the DOVA descrip-
tor. We show results for several different parameter value com-
binations and for the two before mentioned criteria, are shown
in form of ROC and Precision-Recall curves [30] in Figure 17.

One good measure to assess the performance of a certain
method based on the study of ROC or Precision-Recall curves
is the Area Under the Curve (AUC). AUC is equal to the prob-
ability that a classifier will rank a randomly chosen positive
instance higher than a randomly chosen negative one. As ex-
plained in [30] there is a relationship between both ROC and
Precision-Recall curves. ROC curves are commonly used to
present results for binary decision problems in machine learn-
ing. However, when dealing with highly skewed datasets,
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Precision-Recall (PR) curves give a more informative picture of
an algorithm’s performance. In both cases, although the meth-
ods used to calculate the AUC are different, an AUC measure
nearer to 1 indicates a good test whereas values near to 0.5 rep-
resents a worthless test ([31]).

We show in Table 10 results for both AUC for ROC and
Precision-Recall curves for the top four combinations of pa-
rameters (presented in Table 9) in terms of performance for the
sake of clarity. We can see from the results of the table that with
the first region-based classification criteria we obtain very good
results in terms of AUC for ROC curve, and good results for
the area under the Precision-Recall curve. Both AUC measures
are worse for the second classification criteria as, in this case,
results are affected by a reduction in the number of TN.

If we do an analysis of the results we can see that we are
in a good direction, at least in terms of the identification of
non-polyp-containing regions . It is true that we do not iden-
tify correctly where is the polyp in some images, but there are
some reasons to explain this fact. First, segmentation is not al-
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Figure 16: SA-DOVA results related to the parameters values. Red vertical lines bound the experiments for each of the 3 possible values of the studied parameter,
while changing the remaining four parameters. (a) Precision; (b) recall; (c) accuracy, and (d) F2measure.

Combination | Diff.c | Int.c | Minr | Maxr | Sectors
1 8 8 40 80 180
2 8 4 50 80 180
3 2 10 30 120 60
4 2 8 30 100 60

Table 9: Combinations of parameters used in the experiments.

Combination | ROCC1 | ROCC2 | PRC1 | PRC2
1 0.98 0.76 0.77 0.45
2 0.98 0.74 0.75 0.44
3 0.96 0.73 0.65 0.40
4 0.96 0.72 0.63 0.38

Table 10: Comparison between AUC results obtained by using the two defined
criteria: Region-based and Frame-based.
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ways perfect and classification is affected by its results. We can
place the maxima in the real polyp region but the segmentation
of the image may not be accurate so we will denote polyp re-
gions incorrectly as non-polyp regions. Second, there are some
problems that should be tackled in order to improve SA-DOVA
descriptor. SA-DOVA appears to perform well, specially when
determining what is not a polyp, but it is affected by the ap-
parition of non-desired structures as wrinkles or blood vessels
which affect the DV image, where SA-DOVA descriptor takes
the information for the accumulation method.

To conclude with the results section, we show in Figure 18
some real polyp detection results in images from our database.
We can see from the results that our whole processing scheme
can lead to accurate polyp detection results. For some images
we do not label as polyp-containing the whole polyp region
(second row from Figure 18) but, in this case, this happens due
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Figure 17: Region-based experiments: (a) ROC curve; (b) Precision-Recall curve. Frame-based experiments: (c) ROC curve; (d) Precision-Recall curve.
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Figure 18: Polyp detection results: (a) Original images; (b) polyp masks; (c) region classification, and (d) final classified image. Areas with greenish color equal to
regions classified as polyp containing. Areas with reddish color correspond to regions classified as non-polyp containing

to an imperfect region segmentation.

6. Discussion

In this section we discuss the performance of each stage of
the processing scheme and we sketch how the performance of
each of them could be improved to obtain better global detec-
tion results.

The region segmentation stage is based on the previously
defined model of polyp appearance. The experimental results
showed that segmentation results depend on the threshold that
we apply to the DV image in a way such the higher the thresh-
old, the lower the number of final regions. But, in this case, as
the threshold is increased, the performance is damaged, as we
can lose, for some images, some of the boundaries of the polyp
region if we apply a high threshold value, as it can be seen in
Figure 19 (b) and (c).

As there are some elements on the endoluminal scene that
also have high response in the DV image, such as folds or blood
vessels, in order to obtain a better segmentation of the polyp
region we should be able to detect which responses of the de-
tector are produced by these elements. In a different approach,
another possibility could be to use results from the SA-DOVA
descriptor, such as its global maximum, to guide the segmen-
tation process. We can think of a watershed marker-controlled

(A

(b)

(©
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Figure 19: Problems in segmentation: (a) Original image; (b) segmentation
result with depth of valleys threshold 0.7, and (c) Segmentation result with
depth of valleys threshold 0.8.

segmentation system, similar to the ones that have been pro-
posed recently in the literature [32].

Our region descriptor, SA-DOVA does not perform well for
a reduced number of images. If we want to improve SA-DOVA
results, apart from the elimination of the effect of the before
mentioned structures such as folds or the lumen (see Figure 20),
we could think of using additional information from the source
of the DV image such as the orientation of the valleys combined
with the orientation of the sectors in order to filter undesired ac-
cumulations. The problem in this case comes when the polyp
does not appear fully on the image and, in this case, we could
even get worse results. Another improvement can come by the
reduction of the number of parameters, in order to obtain a more



(a)

(b)

Figure 20: Erroneous location of SA-DOVA maxima: (a) Influence of structures
such as wrinkles or vessels; (b) erroneous location of the maxima of accumula-
tion due the influence of the lumen.

robust descriptor with less degrees of freedom. One possibility
could be to calculate automatically the minor and major radius,
based on the distance between the different edges and valleys
that appear on the image. Another alternative could be to de-
velop an accumulation method that takes into account the ap-
proximation that polyps have an elliptical shape, although we
believe that this could be more suitable only for certain cases.

Finally, we showed promising detection results, especially
for the case of non-polyp region identification, obtaining a low
number of FN. It is important to mention that classification re-
sults are affected by the performance of both previous stages so
we can see in Figure 21 how, in some cases, a good descrip-
tion result can be affected, in terms of the final classified image,
by the results of the segmentation stage. In both examples we
identify correctly the polyp region by means of the value of the
SA-DOVA descriptor, but the final output result is worse than
expected due the segmentation results.

(b)

Figure 21: Problems associated to classification: (a) Original images; (b) seg-
mentation output; (c) final classified image. Polyp-labeled regions are shown
in green, non-polyp labeled regions are shown in red and the maxima of accu-
mulation is marked by a blue square

It may seem logical that classification results will improve as
both segmentation and description stages improve their results.
We should add that our polyp detection system is completely
automatic, that is, there is no learning in our system. There-
fore, one possible improvement to the whole system could be
to apply machine learning techniques so, instead of relying on
maxima of accumulation for each image, we could arrive to a
threshold value to be used for all the images.

As mentioned in Section 2, it is very difficult to do a proper
comparison between different approaches of polyp detection in
colonoscopy video being the main reason the lack of a pub-
lic database to test the different algorithms and because of that
we find difficult to compare different approaches just by sim-
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ply comparing precision or recall data. For instance, we could
compare our work to the one by [12], because it also uses the
approximation of elliptical shape of polyps, but in this case the
authors only look for one certain type of polyps (flat polyps)
and only test their method on 27 different images. We can also
use the work of [13] in order to compare our results. In this
case the authors perform their test on virtual colonoscopy im-
ages, which have the advantage of knowing precisely the sizes
of the objects that appear on the image, which does not happen
in our case. We can also compare our global results with the
ones achieved by texture-based approaches, such as the work
of [19]. In this case the authors apply different methods on a
larger database but they offer problem-specific measures along
with accuracy results, which we find difficult to compare with
ours as the type of images and experiments are very different.

7. Conclusions and Future Work

In this paper we presented a polyp detection scheme based
on a model of polyp appearance in the context of the analysis
of colonoscopy images. This model is built on the appearance
of valleys surrounding polyps as the light of the colonoscope
and the camera are in the same direction, causing the apparition
of shadows around prominent surfaces such as polyps. We also
presented the concept of depth of valleys image, which com-
bines the information of a ridges and valleys detector with the
morphological gradient. This approximation seems to be suit-
able for the images we are working with, as it enhances both
valleys and edges that constitute the boundaries of the struc-
tures that appear on the images.

Our processing scheme consists of three stages, namely: re-
gion segmentation, region description and region classification.
Region segmentation is built considering some of the chal-
lenges that colonoscopy images present such as the presence of
specular reflections and its performance results show promising
results for a great number of the images, outperforming seg-
mentation results obtained by state-of-the-art techniques.

We presented our region descriptor, the SA-DOVA accumu-
lation algorithm, built on the approximation that points interior
to objects (in this case, polyps) will be surrounded by bound-
aries constituted by pixels with high value in the depth of val-
leys image.

In order to assess the performance of our detection system,
we built a database which covers as many types of polyp ap-
pearance as possible. To classify the final segmented regions
we use the maxima of the SA-DOVA descriptor on each region,
determining as polyp containing those regions where the value
of the descriptor is maximum. Our current classification results
are promising, specially when determining which are the non-
polyp regions in the image.

In order to improve our results, we plan to implement in the
near future methods that can help to mitigate the effects that
the apparition of certain structures, such as the lumen, specu-
lar highlights, wrinkles or blood vessels have in our detection
method. Some other possible future lines could consist of ap-
plying machine learning methods in order to build more a robust
classification systems.



Finally, we showed how our polyp detection method works
in images that contain polyps but we also plan to extend and
test our performance method in order to work in a whole
colonoscopy video. Our final objective is to build a tool that
can identify which regions of the image the physician should
pay special attention to and, for the moment, we are concen-
trated in defining a robust model of polyp appearance that can
be integrated in this tool, which can cover as many types of
polyp appearance as possible.
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