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Abstract—Optical Music Recognition is the task of transcribing
a music score into a machine readable format. Many music scores
are written in a single staff, and therefore, they could be treated as
a sequence. Therefore, this work explores the use of Long Short-
Term Memory (LSTM) Recurrent Neural Networks for reading
the music score sequentially, where the LSTM helps in keeping
the context. For training, we have used a synthetic dataset of
more than 40000 images, labeled at primitive level.

Index Terms—Optical Music Recognition; Recurrent Neural
Network; Long Short-Term Memory.

I. INTRODUCTION

The transcription of sheet music into some machine-
readable format can be carried out manually. However, the
complexity of music notation inevitably leads to burdensome
software for music score editing, which makes the whole
process very time-consuming and prone to errors. Conse-
quently, automatic transcription systems for musical docu-
ments represent interesting tools. The field devoted to address
this task is known as Optical Music Recognition (OMR) [1].
Typically, an OMR system takes an image of a music score and
automatically export its content into some symbolic structure
such as MEI or MusicXML.

The process of recognizing the content of a music score is
complex, and therefore the workflow of an OMR system is
very extensive [2]. However, our work focuses on recognizing
the content appearing on a single staff section (e.g. scores
for violin, flute, etc.), much in the same way as most text
recognition research focuses on recognizing words appearing
in a given line image [3]. This should not be an issue as there
exist successful algorithms to both isolate staff sections and
separate music and lyrics (accompanying text) [4].

To address this specific task, we propose the use of Recur-
rent Neural Networks (RNN), which have been applied with
great success to many sequential recognition tasks such as
speech [5] or handwriting [3] recognition.

The rest of the paper is organized as follows. Section II
describes the method that we have used to solve the problem.
Section III discusses the preliminar qualitative results. Finally,
conslusions and future work are drawn in Section IV

II. METHOD

Music scores that are written in single staff can be repre-
sented as a sequence. In this way, we can read a music score
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from left to right. In order to make a similar lecture by a
computer a RNN is appropriate to perform this task. In this
work a Long Short-Term Memory (LSTM) [6] RNN has been
used. The architecture is very similar but LSTM decides which
information has to keep as context an which one has to remove
(i.e. forget).

To evaluate our approach, we used a synthetic dataset that
is composed of more than 40000 music scores with 3 different
typographies. The dataset corresponds to incipts from the
RISM dataset .

These images are resized to a height of 50 pixels in order
to feed pixel columns into the proposed model. The maximum
width can be variable depending on the widest image in the
batch. Images with a width shorter than the widest one will
have padding.

Beside this, the ground truth is represented by two binary
matrices, one for the rhythm and other for the melody (the
pitch). Each part in the horizontal axis is as long as the input
image. And the vertical axis is 54 for the melody and 26
for the rhythm. 54 and 26 indicate the number of different
possible symbols in the dataset, and the number of different
possible pitches (i.e. locations in the staff) of the notes in
the music score. Some symbols have been manually added to
make easier the recognition task. One of these symbols is the
epsilon(e), which is used to know where each symbol starts
and ends. This symbol can be seen as a separator. Where this
symbol is activated, it means that it is not possible to have any
other symbol activated as well. The main reason to divide the
ground truth in two is that the combination between melody
and rhythm is almost infinite.

he LSTM has 3 layers and the hidden size is 128. At
the end of the network, after the LSTM’s output, two fully
connected (FC) layers allow us to separate the rhythm and
the melody in two different outputs. After the FC layers, the
next step is to calculate the loss. In music, in one instance
of time we can find one or more symbols, for example,
the case of chords. For this reason we need a loss function
that allows us to have more than one class per time step.
We tried two different loss functions: SmoothL1Loss and
MultiLabelSoftMarginLoss. The loss is calculated inde-
pendently. One loss for the rhythm and other for the melody
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(pitch). Once both losses are calculated, they are summed and
backpropagated.

III. RESULTS

In Table I we show the average and standard deviation
applying LSTM and BLSTM. The first column shows the
loss function and the network that has been used, the second
column the results in term of error rate of the rhythm, the
third column the results in term of error rate of the pitch and
the last column the results in term of error rate of the rhythm
and pitch jointly. Note that BLSTM produces better results. It
process the input in both directions getting information of the
whole symbol, and therefore, it is more accurate. For example,
if one direction recognizes a note-head, the other direction can
discard that the vertical line that it is reading is not a bar line,
but instead a note stem (both stems and bar lines are straight
vertical lines).

Table I: Results using LSTM and BLSTM. All results are
between [0-1]. The first number is the mean of the five
executions and the number between parenthesis is the standard
deviation

Rhythm (R) Pitch (P) R+P
Symbol ER Symbol ER Symbol ER
LST™M
Smooth L1 0.326 (£ 0.007) | 0.293 (& 0.008) | 0.426 (£ 0.009)
BLSTM
Smooth L1 0.020 (£ 0.001) | 0.015 (& 0.001) | 0.028 (£ 0.002)
LST™M
Multi Label | 0.431 (£ 0.017) | 0.567 (£ 0.051) | 0.747 (£ 0.063)
Soft Margin
BLSTM
Multi Label | 0.027 (£ 0.002) | 0.023 (£ 0.002) | 0.036 (£ 0.003
Soft Margin

In Figure 1 we can see some qualitative results. In Figure
la we can see the input of the BLSTM. Figure 1b is the
Rhythm Ground Truth and Figure 1c is the BLSTM’s output.
Figure 1d is the same output but only activating the positions
with confidence higher than 50%. In Figure le we can see the
Melody Ground Truth. Figure 1f is the BLSTM’s output and
Figure 1g the same output but only activating the positions
with confidence higher than 50%.

As we can see in the images, the results are promising, since
the output of the network is very close to the ground truth.

IV. CONCLUSION AND FUTURE WORK

In this work, we have proposed an optical music recognition
method. This method is based on following a sequence path
with LSTM and BLSTM Recurrent Neural Networks.

The results are encouraging. Thus, we could conclude that
single staff music scores could be recognized as a sequence.
However, more difficult music scores, for example scores with
multiple voices, will need other kind of methods. Future work
will be focused on investigate transfer learning methods to
recognize handwritten music scores. Finally, we would also
like to apply music rules or semantics as in our previous work
[7] in order to solve ambiguities, and also, investigate more
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Figure 1: Qualitative Results Example

suitable techniques for recognizing complex polyphonic music
scores.
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