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Abstract. This paper describes a color restoration technique used to
remove NIR information from single sensor cameras where color and
near-infrared images are simultaneously acquired—referred to in the lit-
erature as RGBN images. The proposed approach is based on a neural
network architecture that learns the NIR information contained in the
RGBN images. The proposed approach is evaluated on real images ob-
tained by using a pair of RGBN cameras. Additionally, qualitative com-
parisons with a näıve color correction technique based on mean square
error minimization are provided.
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1 Introduction

The computer vision field has been growing considerably during the last decades.
It is now ubiquitous in our every day life for a number of applications. Some
of these applications rely for instance on image processing techniques such as
image segmentation or object classification. These image processing techniques
are based on photometric information obtained from the scene, such as color or
relative difference between the color of the different regions. However, there is
almost no difference between two different materials with the same color under a
given light source; in other words, it is not possible to discriminate objects’ mate-
rial if they have exactly the same color. A possible solution for such a challenging
problem can be found if we consider information from the electromagnetic spec-
trum beyond the range that the human visual system is sensitive to (400-700nm),
were visually similar samples may exhibit very different characteristics (e.g., [1],
[2], [3], [4]).

Such a property has been largely exploited in remote sensing applications
where different spectral bands are used to characterize elements, such as ma-
terials, vegetation, water pollution, etc. (e.g., [5], [6]). Among all the different
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Fig. 1. (top− left) RGB image (obtained in the spectral band 400-1100nm) with NIR
information overlapped; (top−middle) NIR image (400-1100nm) with RGB information
overlapped. (top − right) RGB image (400-700nm) used as ground truth; (bottom)
Sensor’s spectral sensitivity.

spectral bands used in the computer vision beyond the visible spectrum, the near-
infrared (NIR) is the most widely explored, since on the one hand it exhibits
peculiar properties related with material energy absorption and reflectance; on
the other hand sensors based on silicon (SiO2) are sensitive to NIR up to 1100nm,
hence NIR camera are relative cheap in comparison with cameras working, with
other technology, at other spectral bands. Since the NIR band is the closest in
wavelength to the radiation detectable by the human eye, NIR images share
several properties with visible images (see illustrations in Fig. 1). However, as
mentioned above, surface reflection in the NIR band is material dependent. For
instance, most dyes and pigments used for material colorization are somewhat
transparent to NIR. This means that the difference in the NIR intensities is not
only due to the particular color of the material, but also to the absorption and
reflectance of dyes [1].

The absorption/reflectance properties mentioned above are used for instance
in remote sensing applications for crop stress (water and nutrient stress being
the most common) and weed/pest infestations. These applications are based on
the fact that NIR is not absorbed by any pigments within a plant, it travels
through most of the leaf and interacts with the spongy mesophyll cells. This
interaction causes about half of the energy to be reflected and the other half to
be transmitted through the leaf. In plants with turged and healthy mesophyll
cell walls and in dense canopies, more NIR energy will be reflected and less
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transmitted. This cell wall/air space interaction within these cells causes healthy
vegetation to look very bright in the NIR spectral band. In fact, much more NIR
is reflected than visible. By monitoring the amount of NIR and visible energy
reflected from the plant, it is possible to determine the health of the plant.

Trying to exploit such attractive properties (absorption/reflectance at NIR
band and low cost technology) new cameras have been developed being able to
work from the visible spectrum (400-700nm) up to the NIR spectral band (700-
1100nm), providing the information in four independent channels—through this
paper this technology will be referred to as RGBN cameras. Although interesting,
the main problem with this technology lyes on the overlap between bands, as
can be appreciated in Fig. 1, NIR sensor is sensible to RGB spectral bands, and
part of NIR information goes also below 700nm generating RGB images visually
distorted (in general biased toward the red channel, see illustration in Fig. 1(top−
left)). The current work is focused on this problem (spectral band overlap)
trying to restore color by removing NIR information. There are recent approaches
in the literature, which are based on the sensor models (they will be reviewed
in Section 2). In the current work a novel neural network based approach is
proposed. It is trained by using RGBN and RGB images. The RGB images have
been obtained using a IR cut-off-filter (IRCF), hence they are not affected by
the NIR information. Promising results have been obtained independently of the
lighting of the scene, which is a parameter needed in most of the sensor-based-
model approaches.

The rest of the paper is organized as follows. In section 2, both RGBN camera
technology as well as previous work on RGBN color restoration from multispec-
tral cameras are presented. Then, the proposed approach, which is based on
the usage of a simple neural network, is introduced in Section 3. Experimental
results are provided in Section 4. Finally, conclusions are given in Section 5.

2 Related Work

In the last years a new type of single sensor camera for simultaneous acquisitions
of color and near-infrared images in the CMOS system has been proposed. Al-
though it is an appealing technology, new problems have to be tackled in order to
solve the band overlap problems discussed in the previous section. Additionally,
the overlapping between the RGB and NIR channels could vary according to
illumination, sensor characteristic and surface properties [7]. Hence, due to the
complexity of the problem, some authors have proposed different solutions valid
for controlled environments. For instance, [8] proposes a solution that works for
controlled indoor scenarios, where the RGBN camera response is less influenced
by NIR information. Other recent works have been proposed to solve this band
overlapping problem (e.g., [9], [10]), which is referred to in the literature to as
color correction.

A color correction process is intended to obtain accurate color information.
In [9] the authors propose the combined use of RGBN information for shadow re-
moval and feature detection, although interesting results are presented it should
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Fig. 2. Illustration of: (left) infrared filtered imaging system (IRCF: infrared cut-off
filter); (middle) RGBN imaging system; (right) See3CAM-CU4 RGBN cameras used
in the experiments. The infrared cut-off filter can be appreciated in the left side of the
figure; it is used to generate the ground truth RGB images).

be noted that the proposed approach has been tested in a particular set of RGBN
images obtained in a lab with fluorescent lamp. The obtained color corrected im-
ages were evaluated using a X-rite color checker chart, therefore in the visible
spectrum there is not a considerable influence of sunlight; the tested scenario
does not contains vegetation where the NIR influence plays an unknown and
considerable role. This color correction in constrained scenario has been also
considered in [11] and [12], although the authors mention sunlight presence in
the indoor scenes tested. In these works the authors tackle the complex problem
of restoring the three channels (Rvis, Gvis and Bvis), which are contaminated
with an unknown quantity of NIR information. The proposed method is based
on a spectral decomposition, it implies that the spectral response of each chan-
nel will correspond to the RGBN values. Each one of the channels contains
a NIR and a visible spectrum part, which initially is formulated as follows:
NIR = NIRvis + NIRnir, R = Rvis + Rnir and so on, where the result is
obtained as follows:

(R̂vis, Ĝvis, B̂vis)
T = M (R,G,B,N)T , (1)

where M is the decomposition matrix obtained by modeling the sensor sensitivity
and band correlation; it is a scaling factor coefficient that relates the visible
spectrum and NIR bands. Authors describe that the additional NIR information
infected in the RGB channels maybe an unknown value. In other words, the
spectral sensitivity curves presented in Fig. 1 depend on the sensor and are
needed to solve eq. 1. Note that the amount of NIR information will depend on
both, the light in the scene and the type of material present on it. For instance,
in outdoor scenarios, NIR information may change depending on the amount
of vegetation, or materials with different absorption/reflectance properties (see
Section 1).

Another image restoration technique has been recently proposed in [10]. In
this case the visible image is obtained by subtracting at each visible channel a
different amount of NIR information, according to coefficients previously com-
puted. These coefficients are obtained from the sensor sensitivity curves (see
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Fig. 1). This particular formulation is only valid for a NIR wavelength range of
{650-819nm}, since the camera used in that work is only sensible to the afore-
mentioned range values. Although the results are quite good and the algorithm is
efficient and fast to compute, its main drawback lies in the short wavelength va-
lidity. In [13], the authors propose a demosaicking1 and color correction approach
for improving the quality of acquired RGB and NIR images. The performance
of this approach has been only evaluated using indoor images, when it is used
in outdoor scenarios, the color correction does not work properly so that the
obtained results are not like the natural colors.

3 Proposed Approach

We formulate the removal of the NIR information from the RRGBN , GRGBN ,
and BRGBN channels of a RGBN camera as a regression problem. This regression
problem is solved by using a neural network defined by two hidden layers with ten
neurons each. The network is trained to learn a mapping function Ω : R4 → R3

that maps a pixel color from an RGBN camera (see Fig. 2(middle)) to a RGB
pixel value of the same scene, but obtained without NIR information (see Fig.
2(left)).

The network model’s input consists of a tuple I = {RRGBN , GRGBN , BRGBN ,
NRGBN} that represent a color pixel value in a RGBN camera. The model has
two hidden layers of ten neurons each and produces an output tuple O = {R, G, B}
that contains the R,G,B values of the RGBN camera where the NIR information
has been filtered.

We use a Smooth L1 loss function, defined as:

loss(x, y) =
1

n

∑{
0.5 ∗ (xi − yi)2 if |xi − yi| < 1

|xi − yi| − 0.5 otherwise
(2)

where, x is the set of all RGBN pixels values in the training set, and y the set
of the corresponding pixels from the groundtruth.

The network has been trained using Stochastic Gradient Descent with the
following parameters: learning rate 1, momentum 0.17, weight decay 1e-5, and
batchsize of 128. Figure 3 presents just an illustration of the proposed architec-
ture.

4 Experimental Results

The proposed approach has been evaluated using two 4 megapixels single sensor
RGBN cameras2 rigidly attached in a common platform (see Fig. 2(right)). In

1 Demosaicking refers to obtaining the {R,G,B,NIR} components from a given pixel,
where all the information is attached together is a single square array {B,G} in top
and {IR,R} from the bottom, see an illustration of this pixel composition in Fig. 2.

2 https://www.e-consystems.com/
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one of the cameras an infrared cut-off filter is used; the obtained RGB images
are considered as ground truth. In order to qualitatively evaluate the obtained
result a näıve approach based on minimizing the square error between the RGB
and the corresponding RGBN images is provided; with this näıve approach a
color correction matrix MCC is obtained as follows:

E =
i=N∑
i=1

(RGBGT −MCC ×RGBRGBN )2, (3)

where subindex GT corresponds to the ground truth values (elements from the
camera with infrared cut-off-filter), subindex RGBN corresponds to the pixel
values obtained with the RGBN camera, MCC is the color correction matrix (a
square matrix of 3 × 3 elements), and N represents all the pixels from all the
images used to estimate (E). In order to do a fair comparison the same set of
images (83 pairs of images of 256×256 pixels) used to train the network have been
considered; in other words (E) is computed by considering N = 83×256×256 =
5, 439, 488 elements.

With the setup presented in Fig. 2(right) a set of 89 pairs of images has
been obtained3. Note that although the cameras have been rigidly attached,
trying to place their optical axis as parallel as possible, the obtained images
need to be registered. This registration process is needed in order to guarantee a
pixel-to-pixel correspondence. Differences due to camera disparity are neglected
since cameras’ optical axis are quite near in comparison to the depth of the
objects in the scene (actually, the data set has been created having in mind
this assumption, so that scenes containing objects far away from the camera
have been considered). RGB and RGBN images have been registered using the
Matlab Image Alignment Toolbox (IAT)4 (in the RGBN images just the RGB
channels are considered for the registration process). After images have been
registered, they were cropped into images of 256× 256 pixels to avoid problems
with border pixels. This cropping area is centered in every registered image. From
the 89 pairs data set 71 pairs have been used for both the network training and
for computing the MCC ; the remainder 18 pairs were used for validating the
results. A qualitative validation (just 18 pairs) has been performed comparing
the results from the neural network and those obtained by using the näıve color
correction approach.

Figure 4 presents just three illustrations of the results obtained with the
neural network proposed approach Fig. 4(c), which can be compared with the
corresponding ground truth Fig. 4(d), as it can be appreciated, although the
network architecture is quite simple, the results obtained with the proposed
approach looks quite similar to those form the ground truth. On the contrary,
the result obtained from the color correction matrix (see Fig. 4(b)) are not so
similar to those from the ground truth. As a conclusion from these results we
have identified two ways to improve them. The first one is related with the

3 http://www.cvc.uab.es/∼asappa/Color Correction Dataset.rar
4 http://iatool.net/



RGBN Multispectral Images: a Novel Color Restoration Approach 7

RGT

GGT

BGT

IRRGBN

BRGBN

GRGBN

RRGBN

Fig. 3. Illustration of the network architecture used to learn the mapping function Ω.

data set. A larger data set, with more color variability, obtained at different
daylight time is required to learn a more accurate Ω mapping function by the
network. The second improvement is related with the used architecture, other
configurations should be evaluated (more hidden layers and more neurons per
layer). In Fig. 4 just three results from the 17 pairs used for validation are
presented, the whole set of images used for validation can be downloaded from:
http://www.cvc.uab.es/∼asappa/Results for Validation.rar.

5 Conclusions

This paper presents a novel approach to tackle the challenging problem of NIR
information removal (referred to as color restoration) in single sensor RGBN
cameras. On the contrary to previous approaches, which are based on a sensor
model that work under constrained scenarios, the proposed approach is based
on a neural network architecture that is able to learn a mapping function Ω that
transform the 4D coupled information into a 3D representation. Experimental
results with different outdoor scenarios have been tested showing the validity of
the proposed approach. Additionally, comparisons with a näıve color correction
based on minimizing the square error are provided.
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Fig. 4. Illustrations of: (a) Original RGBN image; (b) Result obtained from the MSE
color correction; (c) Result from the network trained with RGB and NIR images; (d)
RGB ground truth image obtained by using the infrared cut-off-filter.
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